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PREFACE
This Guide to the Systems Evaluati on Protocol is intended to serve several purposes: it is fi rst and 
foremost designed to be a step-by-step guide for both program and evaluati on professionals who 
wish to integrate a systems evaluati on perspecti ve into their evaluati on work in order to enhance 
the quality and appropriateness of program evaluati ons. The informati on provided in this Guide is 
designed to be comprehensive enough to allow the non-professional evaluator to use the materials,  
and in-depth enough to serve as a useful reference for the professional who is new to the Systems 
Evaluati on Protocol (frequently referred to simply as the “Protocol”). 

This Protocol was created in the context of educati on and outreach programs generally and 
specifi cally for programs in Science, Technology, Engineering and Mathemati cs (STEM) educati on 
sponsored by the Nati onal Science Foundati on (NSF) and in programs sponsored by Cornell 
Cooperati ve Extension. While many of the examples will be related to STEM and Extension 
educati on and outreach contexts, we have designed the Protocol to be generally applicable for any 
type of program evaluati on context and we hope that a broader audience will fi nd it useful.

We start from the assumpti on that the basic unit of interest in the use of this Protocol is a 
“program.” The term “program” might be defi ned generally as “a series of acti viti es conducted 
with the intenti on of producing some eff ect (outcomes) on parti cipants.” But even though this is 
the focal unit, it is important to recognize that from a systems perspecti ve a program is always a 
part of a larger whole and is a whole to its subparts. That is, programs are oft en parts of collecti ons 
of similar programs (or program areas) that are parts of their larger organizati ons which are in turn 
parts of networks and systems. In additi on, programs have parts that consist of acti viti es, people 
(both deliverers and parti cipants), and so on. This Protocol conti nually incorporates these multi ple 
system levels into the focus on a specifi c program.

The Introducti on below goes beyond simply laying the groundwork for the steps of this Protocol. 
It is here that we address a second goal – that of providing an overview of our view of a “Systems 
Perspecti ve” that shapes our approach to evaluati on. The Systems Evaluati on Protocol (SEP) has its 
foundati ons in the literatures of evaluati on theory, systems theory, and evoluti onary epistemology.. 

The Systems Perspecti ve that shapes the Protocol highlights the value of having multi ple voices 
and perspecti ves included in the evaluati on process.  Accordingly, this Guide is writt en with the 
assumpti on that the steps will (usually) be completed by a working group made up of internal 
program staff  and possibly some external stakeholders who are close to the program.  The working 
group may be large or small, balancing the risk of being unwieldy against the benefi ts of multi ple 
perspecti ves.

It is important that a lead person be designated to guide the process.  This could be someone hired 
by the organizati on as an external evaluator, an internal staff  member assigned to the task, or 
someone selected by the working group.  We will refer to this person as the “Evaluati on Champion.”  
This term refers to the person in this leadership role, rather than to any specifi c professional ti tle 
or qualifi cati on. Because the Protocol consciously adopts a systems perspecti ve, the Evaluati on 
Champion should be thought of not only as a facilitator of the Protocol, but also as a driving force 
for addressing contextual factors of both the organizati on and the larger systems within which the 
program is embedded. Ideally, by engaging in the process of this Protocol, the organizati on will 
increase their evaluati on capacity and build an evaluati ve culture, and program evaluati on will 
become a routi ne aspect of program management.

For readers who are interested in learning more about our systems approach to evaluati on, the 
Introducti on should provide some insight and knowledge about the theoreti cal underpinnings 
of our Protocol.  Throughout the Protocol there are green sidebars that will be of interest to 
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systems evaluati on theorists. These are added for their supplementary value and will enhance 
understanding of the foundati ons of our approach. However, the reader should be able to use the 
Protocol even without this material. 

At the same ti me, we hope that practi ti oners who simply want to start in and walk through uti lizing 
the Protocol are able to do just that by beginning in Secti on II: The Systems Evaluati on Protocol

New in this version: throughout v3.1, you will be directed to the accompanying Workbook for The 
Systems Evaluati on Protocol - Phase I Planning (v1.1) for resource materials and worksheets for 
many of the tasks in the Protocol. We simply refer to it as the “Workbook”. We have also identi fi ed 
areas throughout the Guide where accessing the freely available online soft ware - The Netway 
- can make evaluati on planning easier. As in the previous versions, throughout the Guide there 
are red inset boxes describing acti viti es that could be used to guide a working group through a 
parti cular step.  These are opti onal and are meant to provide suggesti ons or ideas on the process 
and can be adapted as needed. Additi onal informati on on these resources can be found at  the web 
links included at the bott om of this page.

For more informati on about evaluati on methodologies, terms and other background informati on 
the reader may wish to refer to the Research Methods Knowledge Base, a comprehensive web-
based textbook that addresses all of the topics in a typical introductory undergraduate or graduate 
course in social research methods. The Research Methods Knowledge Base can be found online at: 
www.socialresearchmethods.net.

Get more informati on on this Guide, and its companion resources, online at:

htt ps://core.human.cornell.edu/research/systems/protocol/index.cfm
 

and

htt ps://core.human.cornell.edu/research/systems/netway.cfm

or

htt p://evaluati onnetway.com
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History of the Systems Evaluati on Protocol
In 2004 Dr. Trochim was part of a collaborati ve eff ort at Cornell University to explore the role of 
Evidence-Based Practi ce (EBP) in Extension and Outreach.  He began to arti culate ideas on how 
program planning and evaluati on methods could be bett er integrated into a variety of group and 
organizati onal contexts, and how they could be uti lized to help research systems bett er translate 
science into practi ce. In 2005 he was appointed the responsibility of improving the evaluati on 
capacity of Cornell Cooperati ve Extension. Throughout 2005 and 2006 he worked with twenty-one 
programs across two program areas at Cornell University Cooperati ve Extension in New York City 
(CUCE-NYC) (Nutriti on & Health, and Family & Youth Development) to build evaluati on capacity 
and to link evaluati on more integrally with strategic planning within CUCE-NYC. He also began 
collaborati ng with an internati onal team of researchers to investi gate systems thinking approaches 
(e.g., systems organizing, systems dynamics modeling, network analysis, knowledge management) 
in public health that could enable bett er translati on of science to practi ce. In his work with CUCE-
NYC he began to outline the steps of the protocol for programs to develop evaluati on plans.

Aft er initi al work with evaluati on planning in CUCE-NYC, Dr. Trochim received NSF Award #0535492 
to support inclusion of outreach programs in Science, Technology, Engineering, and Mathemati cs 
(STEM). In 2007 and 2008 thirty more programs across 8 organizati ons parti cipated in evaluati on 
capacity building trainings and developing evaluati on plans. It became clear that having an 
evaluati on plan in hand was not suffi  cient for many organizati ons to conduct evaluati on, so 
workshops were also conducted to provide support on implementati on of the evaluati ons. At the 
end of the project, The Evaluati on Facilitator’s Guide to: Systems Evaluati on Protocol  (which was 
actually only for evaluati on planning) was printed and distributed, and was writt en for experienced 
evaluators interested in a systems approach to evaluati on.

In August of 2008 Dr. Trochim entered into collaborati on with Dr. Jennifer Brown Urban, at 
Montclair State University in New Jersey, to work on a 5-year follow-up project on the Systems 
Evaluati on Protocol (NSF Award #0814364). (Dr. Urban had actually worked on the project while 
sti ll a graduate student at Cornell, so she was completely familiar with the work.) Monica Hargraves 
and Jane Earle Buckley, two individuals who were program staff  at organizati ons doing evaluati on 
planning in the previous project, joined the Trochim team as facilitators of the Protocol. Their 
perspecti ves as recipients of the training, and their experiences with facilitati ng the Protocol with 
an additi onal 44 programs across 29 organizati ons, resulted in much new content being created.  
In additi on to training materials, the Protocol steps had evolved signifi cantly from the original 
version. In January 2012, the Guide to the Systems Evaluati on Protocol was printed. Version 2.1 was 
targett ed towards program practi ti oners. September 2012 saw some fi nal edits to the evaluati on 
planning Protocol, and was released as Guide to the Systems Evaluati on Protocol (Version 2.2). It 
was a major output of the second NSF award.

In the summer of 2015, when the Netway - supporti ng cyberinfrastructure for evaluati on planning  
- was publicly released (htt p://evaluati onnetway.com) we updated the appendices from the Guide 
2.2 and integrated them, along with with Netway resources (worksheets, FAQs), into a publicati on 
we called The Workbook for the Systems Evaluati on Protocol, Phase 1: Evaluati on Planning (also 
available at the website, opposite). The purpose of this current version (3.1) of the Guide is to 
remove the outdated appendices and to connect to the resources in the Workbook and the Netway. 

We anti cipate that the Guide to the Protocol will conti nue to undergo changes as our understanding 
of system interacti ons evolves and becomes more refi ned and that materials in the Workbook will 
be adapted to these changes. Our expectati ons are to make our materials available on our website 
(htt p://core.human.cornell.edu/research/systems/protocol/index.cfm) between publicati ons of 
both the Guide and the Workbook, and we encourage feedback and discussion of our approach to 
systems evaluati on.
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For comments or questi ons please contact:
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I. Introducti on to Systems Evaluati on
We use a systems perspecti ve as the framework for developing evaluati on capacity, enhancing 
evaluati on quality and ulti mately improving programs. Several theoreti cal systems constructs have 
guided our work including complexity theory, evoluti onary theory and natural selecti on, general 
systems theory, ecology, system dynamics, developmental systems theories, and ideas on research-
practi ce integrati on (including evidence-based practi ce and translati onal research). 

The fi eld of evaluati on can itself be viewed as an evaluati on system, and refers to the comprehensive 
and integrated set of capabiliti es, resources, acti viti es and support mechanisms for conducti ng 
evaluati on work. This should not be confused with systems evaluati on, which refers to the 
assessment of the functi ons, products, outcomes and impacts of a system (set of programs, 
acti viti es or interventi ons). Systems evaluati on is an approach to conducti ng program evaluati on 
that considers the complex factors that are inherent within the larger “structure” or “system” within 
which the program is embedded. Systems evaluati on provides both a conceptual framework for 
thinking about evaluati on systems and a set of specifi c methods and tools that enhances our ability 
to accomplish high-quality evaluati on with integrati on across organizati onal levels and structures. 

In the Systems Evaluati on Protocol (SEP) we have tried to integrate principles associated with 
systems theories into program evaluati ons in order to assure that programs that use the SEP will 
incorporate such principles when developing program pathway models , identi fying key pathways 
and nodes (outputs and outcomes), determining the boundary conditi ons for program models, 
assessing program lifecycles, and selecti ng evaluati on designs that are appropriate to program 
evoluti on.

It was the examinati on of some of our beliefs about evaluati on that led to our work in systems 
evaluati on. Here are some of our assumpti ons about evaluati on, which were precursors to 
developing a systems perspecti ve of evaluati on:

• Evaluati on is a dynamic on-going process that is applied to programs that are (themselves) 
dynamic. 

• Evaluati on is a form of feedback that can be used for program or organizati onal improvement 
(see sidebar “Driving with your Eyes Open,” page 44). 

• A formalized and standardized evaluati on framework 
uti lizing a systems perspecti ve is needed to develop 
consistent and high-quality evaluati ons.

• Program Evaluati on is best viewed as a three-phase 
process, beginning with Evaluati on Planning, followed by 
Evaluati on Implementati on, and completi ng the cycle with 
Evaluati on Uti lizati on (which leads back to planning for the 
next iterati on of the program). Figure 1 provides a pictorial 
representati on of the Phases of Evaluati on. 

• The Evaluati on Planning phase is a criti cal step for 
systems evaluati on. This is where introducing the systems 
perspecti ve will shape how evaluators and program staff  
view the program, program boundaries, stakeholders, and 
its evaluati on.

• Because of the need to evaluate multi ple programs within 
an organizati on, there is value in developing systems for 
evaluati on that encompass multi ple programs, rather than 
conducti ng isolated evaluati ons of individual programs.

I. Introducti on to Systems Evaluati on 

Figure 1. 

Phases of 

Program 

Evaluation

Throughout the Guide 
there are sidebars that 
will be of interest to 
systems evaluati on 
theorists. These 
are added for their 
supplementary value 
and will enhance 
understanding of the 
foundati ons of our 
approach. However, the 
reader should be able 
to use the Protocol even 
without this material.
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Greater Than the Sum - Part-Whole Relati onships

Systems are by their very nature collecti ons of multi ple things, so it’s not surprising that one of the most fundamental 
disti ncti ons in systems theory is that of “part” and “whole.” What do we mean by “part” and “whole” in a systems context? 
A part can be almost anything. For instance, it might be a piece in a machine – a wheel is a part of the larger whole that 
we call an automobile. Or it might be an organ in an organism – a heart is a part of a body. In most systems part-whole 
relati onships exist in nested hierarchies. For instance, a hubcap is a part of the whole wheel which is in turn a part of the 
automobile which might in turn be considered part of a fl eet of vehicles. Or, a cell is a part of the heart which is part of the 
body which is in turn part of a class or group of organisms. But the part-whole disti ncti on is more than just a physical one. 
We can also talk about part-whole hierarchies in concepts. For instance, our idea of the concept of humanity consists of 
parts like nati onaliti es and sub-parts like people from diff erent states or towns. Or, we might divide the whole concept of 
humanity into the parts of those who were born in diff erent years, subgroups who are male and female, and subgroups of 
those who have brown hair or are right-handed. As these examples show, the part-whole concept is a universal one that 
can be applied to virtually anything. 

When thinking of parts and wholes it is also important to keep in mind that in additi on to the whole and the parts that it is 
made up of, we also can think about the relati onships between these as something that is disti nguishable and meaningful 
(almost as if the relati onships are separate “parts” of the part-whole disti ncti on!) For instance, in a car there is the whole 
of the car, its various parts (e.g., wheels, engine) and the relati onships between these. This idea of the importance of 
relati onships is central to systems thinking. It gives rise to the famous saying that “the whole is greater than the sum of 
its parts” that you have probably heard of. We have to be careful about this saying, however. In mechanical systems, the 
whole is very oft en precisely the sum of its parts. You can take a car apart and reassemble it and it will work. However, in 
dynamic or living systems this is not the case – you cannot take a human body apart and then reassemble it and expect to 
have a working system. So, the phrase “the whole is greater than the sum” really is meant to refer to dynamic systems, not 
mechanical ones. 

Part-whole relati onships are everywhere in evaluati on and it is criti cally important that 
we use these concepts in our evaluati on work. For instance, an organizati on (whole) will 
oft en operate in multi ple program areas (e.g., an educati onal or outreach organizati on 
might have programs for children, teens, adults and the elderly; or programs in health, 
educati on, environment, science, etc.); each program area (whole) might have multi ple 
programs (parts); each program (whole) will usually consist of multi ple acti viti es (parts); 
each acti vity (whole) can typically be broken down into diff erent tasks (parts); and so on. 
Or we can view diff erent levels of part-whole hierarchies in terms of stakeholder groups. 
In an educati onal or outreach program we might think of stakeholders at the program 
level (parti cipants, their families and program deliverers), the organizati onal level 
(program managers and organizati onal administrators), the local context (local offi  cials 
or the local public), the funders level (e.g., state or nati onal) and even the societal level (Congress or society as a whole). 
The idea of part-whole relati onships is essenti al in the development and implementati on of our programs. It is central to 
our descripti on of the program, the development of logic or pathway models, and the analysis of stakeholders and their 
interests.

A Systems Perspecti ve on Programs 
and Program Evaluati on
Below are some key points that we believe should anchor a systems evaluator’s perspecti ve.

• An organizati on is a system, and is composed of a collecti on of parts (see sidebar Greater Than 
the Sum, page 2). Systems involve parts, wholes, and their interrelati onships. 

• Any program necessarily occurs within a complex environment composed of “nested systems”. 
“Nested systems” refers to the structure where a system is embedded within another system, 
which is embedded within yet another system. For example, Ms. Smith’s third grade class is a 
system within the enti re third grade, which is part of the elementary school, which is part of 
the school district, which is part of the state school system, and so on. 

• Human systems are dynamic (see sidebar The Rock and The Bird, page 8). A dynamic system is 

A Systems Perspecti ve on Programs and Program Evaluati on
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necessarily composed of evolving relati onships and programs. 
• Consequently, evaluati on needs to be dynamic and should change in order to successfully link 

with the needs and maturity of the program being evaluated (see sidebar The Flower and the 
Bee, page 26). 

• Programs have lifecycles, and move through various phases. Diff erent evaluati on approaches 
are appropriate for diff erent program phases. In other words, like programs, evaluati ons 
should evolve (see sidebar In the Course of a Lifeti me, page 22). 

• Many organizati ons have multi ple programs and many programs are implemented in multi ple 
organizati ons – perhaps the third grade consists of Ms. Smith’s class, Mrs. Jones’ class, and Mr. 
Perez’s class, and at the same ti me there are many schools with numerous other third grade 
classes. But each school also has multi ple grade levels, and you quickly see that systems can 
rapidly become complicated.

• Nested and dynamic systems create an environment where there are multi ple perspecti ves. 
Each stakeholder has their own perspecti ve (see sidebar Eye of the Beholder, page 11). 

• Each stakeholder of a program has specifi c experti se, and brings a disti nct perspecti ve and 
moti vati on for evaluati on. The comprehensive set of stakeholders should be identi fi ed and 
included in the evaluati on design and/or evaluati on planning process. Placing the program 
being evaluated at the center of a circle, and surrounding it with stakeholders placed closer 
to or further away from the program of focus – depending upon their relati onship to that 
program – can create a representati ve map of stakeholders (see Protocol step 2.01 – 
Stakeholder Analysis). The perspecti ves of these stakeholders are described in relati onship to 
their associati on with the program. A stakeholder within the organizati on would have a local 
perspecti ve, and one that is placed further away would have a more global perspecti ve (see 
sidebar The Local and the Global, page 4).

 
Terminology

Before proceeding further we would like to clarify/defi ne some of our hierarchical (nested 
systems) terminology. This is not meant as a standard hierarchy applicable to all systems, but is 
simply a convenient hierarchy for describing how the steps of this Protocol might be applied when 
working with an organizati on. The broadest level is that of the system (rather like a network of 
organizati ons). Within a system there are assumed to be multi ple organizati ons. Each organizati on 
may have one or more programs. Programs in turn are made of up multi ple components, including 
inputs, acti viti es, outputs and outcomes (see Figure 2). 

Figure 2.

Protocol 

Terminology 

for System 

Hierarchy

Red Acti vity boxes

Throughout the Guide 
the red acti vity boxes will 
suggest some exercises the 
Evaluati on Champion may 
want to use as a group 
exercise in order to work 
through specifi c steps. 
These are opti onal, and 
are based on the authors’ 
experience with facilitati ng 
the Protocol.

3



4
A Systems Perspecti ve on Programs and Program Evaluati on

The ‘Local’ and the ‘Global’ - Scale

In systems thinking we are always dealing with hierarchies of part-whole relati onships. 
For instance, acti viti es are parts of programs which are parts of collecti ons of programs in 
an organizati on which may exist in a system of many similar organizati ons. When we think 
or talk about diff erent levels of this kind of hierarchy we are operati ng at diff erent levels of 
scale in the system. Physical part-whole hierarchies can exist from the subatomic level to the 
scale of the universe as a whole. Conceptual hierarchies can exist from the most general level 
(programs in general) to the most specifi c subcategory (the summer science youth camp in 
Ithaca, New York).

We can look at any system from many diff erent viewpoints. For instance, if we are looking at an organizati on with multi ple 
programs, each program can be viewed as a “part” in the system that consti tutes the organizati on.  When we talk about 
the relati onship between a program and its organizati on, we can think of the program as “local” and the organizati on as 
“global” in relati on to each other because they are at diff erent but related levels in the hierarchy. On the other hand, when 
we compare or contrast two programs within an organizati on we can think of that as a “local–local” relati onship because 
both are at the same level of scale in the hierarchy. If we shift  our perspecti ve to a higher level of scale, we are also shift ing 
what we consider “local” and “global”. For instance if we think about an organizati on as one part in a larger system of 
similar organizati ons (e.g., a county offi  ce in a state-wide system of such offi  ces), then the organizati on becomes “local” to 
the system’s “global”. When we compare two county level offi  ces, we are looking at a “local-local” relati onship. When we 
look at the county level offi  ce in relati on to the state offi  ce we have a “local-global” relati onship because we are looking 
across diff erent levels of scale. 

Why are the ideas of scale and of local and global relati onships important in evaluati on? Diff erent parts of a system don’t 
exist in isolati on. If we don’t take them into considerati on throughout our evaluati on eff orts we can run into signifi cant 
problems that can jeopardize the whole endeavor. For instance, very oft en something in one part of a system may be 
in confl ict with something in another part of a system. A program acti vity may confl ict or compete with the acti vity 
of another program (a local – local relati onship in a system) or with an organizati onal policy or eff ort (a local – global 
relati onship). Or the expectati ons that stakeholders at one level of scale have for an evaluati on may be very diff erent than 
those of stakeholders at a diff erent level of scale.  Funders may expect that the evaluati on will focus on accountability and 
impact while program implementers may be more interested in how evaluati on can contribute more immediate feedback 
that can be used to improve programs. Evaluati on should address both perspecti ves, and the process of evaluati on can 
assist stakeholders to appreciate the complexity of the system.

Universe Multiverse

Atom

Solar System
Planet

Galaxy
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Phase I: Evaluati on Planning

II. The Systems Evaluati on Protocol
The Guide to the Systems Evaluati on Protocol (SEP) is more than just the sequence of steps 
and a list of factors to be considered when designing an evaluati on – it describes the process of 
developing an evaluati on plan. Throughout this Guide, we will refer to the reader as the “Evaluati on 
Champion.” The Guide specifi cally arti culates the unique facilitati on techniques and strategies that 
the Evaluati on Champion may use, as well as the role that he or she plays when conducti ng systems 
evaluati on. This term is intended to be inclusive, and applicable to any professional who may be 
using this Guide to plan or help plan an evaluati on. An Evaluati on Champion should be thought 
of not only as a facilitator of the Systems Evaluati on Protocol but as a driving force encouraging 
everyone to think about evaluati on, and to build evaluati on acti viti es into all program management 
and practi ce within the organizati on. In additi on to the Evaluati on Champion, we will also refer to 
the “Working Group.” This is also intended to be an inclusive term, describing any members of 
the organizati on who are working together through the steps of the Protocol. In some cases this 
may include collaborati ng program staff  exclusively, while in other cases this term may refer to 
members of the organizati on from various levels in the organizati onal hierarchy (program staff , 
administrators, funders) as well as parti cipants and related stakeholders.

The process of working through the Protocol will consist of collaborati ve meeti ngs that will 
seemingly spiral through several focal points over ti me, as well as ongoing work around building a 
culture of evaluati on in the parti cipati ng organizati on. This process is essenti al to the nature of the 
SEP. It is through these discussions that members if the organizati on and its program practi ti oners 
will develop a new outlook on their work that will change both their understanding of how the 
program stakeholders perceive the program, as well as their sense of purpose in what they are 
doing and why.

The SEP is a standardized protocol that nevertheless enables any program to develop an evaluati on 
uniquely tailored to that program. In this sense it addresses the administrati ve need in an evaluati on 
environment to standardize evaluati on approaches while respecti ng the variety of contexts within 
which programming is conducted. 

Putti  ng evaluati on concepts into a simple set of steps which we call the Systems Evaluati on Protocol 
requires that we present the Guide in a linear format. In fact, an important objecti ve for us in this 
work has been to insti ll the idea that eff ecti ve modern evaluati on requires evaluators to move 
beyond a linear mindset. Good evaluati on requires feedback, and is embedded within a dynamic 
changing system. Although any writt en document is by defi niti on linear, systems evaluati on is 
a non-linear and iterati ve process (see sidebar Simple Rules, page 7). We expect that in various 
contexts it will be appropriate to perform steps out of the presented sequence or in tandem, as 
well as to revisit steps repeatedly throughout the process.

As a reminder, there are three phases to evaluati on: Planning, Implementati on, and Uti lizati on. 
This Guide presents the Protocol for the fi rst phase only.

Phase 1: Evaluati on Planning
The purpose of the Evaluati on Planning Phase is to create a logic and pathway model as well as an 
evaluati on plan for the program. 

We identi fy three separate stages within the Evaluati on Planning Phase: 1: Preparati on; 2: Modeling; 
and 3: Evaluati on Plan Development (see Figure 3). Each of these stages, in turn, contains a number 
of individual steps. Once these stages are completed, the organizati on will have a comprehensive 
evaluati on strategy that will guide the complete evaluati on eff ort. 
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Stage 1: Preparati on
Together, the Evaluati on Champion, and the parti cipati ng program/organizati on form what is 
referred to as the Evaluati on Partnership (EP). The Preparati on Stage is intended to help you, the 
Evaluati on Champion, enter into an organizati on (if you are not already an internal member of 
the organizati on) and establish the Evaluati on Partnership (EP); or, if you are already a member of 
the organizati on, to help you establish your role as Evaluati on Champion and make expectati ons 
about this process clear to your colleagues. During this stage you will identi fy people’s key roles, 
acquaint the parti cipants with the SEP process and establish baseline informati on regarding the 
target program(s) and organizati on.

Figure 3.

Phases of Evaluation Planning

Phase 1: Evaluati on Planning
Stage 1: Preparati on
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Simple Rules - Complexity and the Idea of a Protocol

How do we get complex phenomena in nature? How do birds fl y in formati on or ants build complicated anthills? How is 
the ecosystem regulated? How do our bodies adapt to changes in the environment? All of these are questi ons related to 
complex adapti ve systems. The recently developed fi eld of complexity theory att empts to 
address these types of questi ons scienti fi cally. Complexity theory holds that when we have 
multi ple independent agents that follow simple rules and are provided with feedback, 
complex phenomena will emerge. For instance, when ants build an anthill or bees build 
a beehive, they don’t fi rst get together and do strategic planning! Instead, each ant or 
bee does what it is geneti cally and biologically programmed to do and the environment 
provides ongoing feedback. The complex structures that are anthills or beehives result 
from the millions of behaviors that are undertaken. Similarly, in human behavior, no one 
group planned a city like New York or Paris (although certainly city planners try to plan 
at least some aspects of them). These citi es have evolved based on the choices made by 
millions of individuals over centuries. Each individual made countless decisions based on local circumstances and feedback 
in their own lives, and the complex citi es we know today emerged as a result. And, the individuals who live and work in 
a city change over ti me and yet the city conti nues to exist despite a constant churning of specifi c inhabitants. Complexity 
theory seeks to model and identi fy the simple rules that can lead to the emergence of complex adapti ve systems like citi es.

The noti on of “simple rules” can be extremely valuable in evaluati on. If we recognize that an evaluati on is undertaken in 
an ecosystem that involves a wide variety of diff erent stakeholders (autonomous agents) each making their own decisions 
based on their understanding of local circumstances and feedback, we can readily see why evaluati ons can be such 
challenging endeavors. If we can provide a set of simple rules that multi ple independent stakeholders can follow and that 
incorporate feedback as the process unfolds, we can help to shape an evaluati on without trying to force it into a “one-size-
fi ts-all” framework.

The idea of “simple rules” is a lot like the idea of a protocol in medicine. A medical protocol is simply a set of “rules” that 
one or more medical staff  apply consistently whenever the circumstances call for it. They don’t have to recreate the rules 
every ti me the triggering situati on arises. Wonderfully complex and adapti ve results can emerge from simple protocols. 
For instance, in basic fi rst aid, there is a standard set of “rules” for fi rst responders who use the acronym ABC: check for 
a clear AIRWAY; make sure the person is BREATHING; check CIRCULATION. The protocol helps individuals concentrate, 
makes sure they don’t skip a step, and means that they don’t have to reinvent processes each ti me they respond to a new 
emergency. From these simple rules complex phenomena can emerge, including saving someone’s life!

In systems evaluati on we are using the idea of simple rules to develop a standard protocol that anyone can follow 
when doing an evaluati on. The protocol does not predetermine the result – each evaluati on, like each life threatening 
emergency, is a unique event. The protocol can be useful for ensuring that we don’t miss key steps in an evaluati on and 
can lead to the emergence of unique and adapti ve evaluati on systems.

Phase I. Evaluati on Planning
Stage 1 : Preparati on

1.01 Enter the System
The SEP process begins with contact between the Evaluati on Champion and the organizati on’s 
and programs’ key decision makers. Whether the Evaluati on Champion is an external evaluator 
or an internal staff  member, it is important in this step to make contact with all the key decision 
maker(s) in order to lay the foundati on of a working relati onship with the person(s) responsible for 
approving the Evaluati on Partnership (EP). Part of this foundati on should be a clear summary of 
what this process includes and its primary objecti ves.

1.02 Memorandum of Understanding

The Evaluati on Champion and relevant decision maker(s) will need to identi fy, negoti ate, and 
outline the responsibiliti es and expectati ons of the Evaluati on Partnership (EP).  All EP members 
should put the fi nalized commitments into a writt en Memorandum of Understanding (MOU). Why 
is a writt en MOU important? First, in order to develop such a product, the group needs to reach 
consensus about the roles of the key parti cipants and the expectati ons of each. While this could be 
done implicitly without setti  ng it out in writt en form, we assume that an evaluati on is a dynamic 
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The Rock and the Bird - Stati c and Dynamic Processes

There is a parable in systems thinking that illustrates well the diff erence between 
stati c and dynamic processes. If you throw a rock into the air, you can predict with 
some accuracy where it will go. The harder you throw it the farther it will generally 
go. The higher you aim it, the higher its trajectory. And, if we eliminate the variability 
of the human thrower and use mechanical devices like a catapult we can predict even 
more accurately where the stone will go. A rock is a stati c object, one that cannot 
direct itself. On the other hand, if you throw a bird (gently, please!), there is virtually 
no way to predict which way the bird will go and where it will land. The bird can sense its surroundings and may head off  in 
any directi on. A bird is a living dynamic system that gathers and processes input and interacts with its environment.

This disti ncti on between stati c and dynamic processes is important in systems theory and in evaluati ons that are done 
from a systems perspecti ve. Since programs involve people and organizati ons they are inherently dynamic. It is diffi  cult 
to predict where they will go and what will happen. As programs unfold the 
directi ons they take are infl uenced by the surroundings and by the interacti ons of the 
parti cipants. In this sense, programs are more like birds than like rocks. On the other 
hand the idea of a “program” suggests that we are trying to do something systemati c, 
that we are att empti ng to follow a pre-determined set of steps in order to achieve 
some predictable result. In this sense, programs are more stati c, they are more like the 
stone in the parable.

So, which is it? Are programs stati c or dynamic? Should our evaluati ons be constructed 
for one or for the other? The short answer is: both are important. Both the rock and 
the bird can be understood from a systems perspecti ve. Both are parts in a larger 
whole. Both have relati onships to the other parts. Over ti me programs are likely to evolve through diff erent phases, some 
more stati c and others more dynamic. For instance, when a program is fi rst being developed and piloted it is likely to be 
very dynamic and unpredictable. In fact, that dynamism is essenti al for learning and adaptati on, for enhancing the focus 
and quality of the endeavor. Over ti me many programs will tend to become more stati c. They become routi nized and 
develop standard operati ng procedures that can be implemented consistently. They can be transferred to new contexts and 
setti  ngs with some degree of predictability. This standardizati on is also essenti al. Over even a longer period of ti me the 
program may become too stati c or rigidifi ed, or it may lead to insights that suggest even bett er variati ons that might be 
tried. In either case, we might be moti vated to begin other cycles of dynamic-stati c program development and evoluti on.

Understanding the interplay of stati c and dynamic systems is essenti al for systems evaluati on. We need to recognize that 
both have their place in evaluati on and identi fy how our evaluati on approaches need to evolve over ti me to encourage 
program evoluti on as well as provide feedback and learning about it.

and evolving enti ty and that such a document can help the parti cipants to remain focused on the 
nature of what they have undertaken. While the understanding of roles and expectati ons may 
evolve over ti me – and the MOU can be revised accordingly – without such a document it is likely 
that there will be opportuniti es for misunderstanding and confusion. Second, a writt en MOU is itself 
a form of feedback. It signals to the enti re organizati on what is happening. It encourages various 
internal stakeholders (see step 1.03) to react to it, and to state any interests or concerns they might 
have up front. Additi onally, it helps these stakeholders to adapt to the changing circumstances 
that any evaluati on necessarily introduces. Finally, an MOU is a way to be transparent. Without it, 
diff erent organizati onal stakeholders might tend to misinterpret or misunderstand the nature of 
the work. With it, the organizati on has an objecti ve writt en statement that describes who will be 
responsible for what in the evaluati on.

The development of the MOU may take as long as a couple of weeks or more, depending upon the 
number of people involved and the scope of the work envisioned. The discussion (and eventual 
document) should identi fy the working group members by name and specifi c role. In additi on, the 
MOU should detail the goals for the project, expectati ons for the Evaluati on Champion, working 
group members, organizati on administrators, and organizati on staff . 
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There are several key points to negoti ate at this ti me:

Project Goals. The goals of the project should be agreed upon as part of the MOU.  If the primary 
focus is to plan and implement an evaluati on for a single program, then the scope of work is smaller.  
If this is viewed as part of a larger process of building evaluati on capacity and evaluati on culture 
within the organizati on, then more ti me would be required for trainings, communicati on, broader 
staff  meeti ngs, and so on.  

Who will be in the evaluati on working group? (See step 1.04) Deciding who will be part of the 
working group that works directly with the Evaluati on Champion is an important considerati on. 
The Evaluati on Champion can work with one or more working group members to train them on 
aspects of evaluati on so that they become an evaluati on resource to the organizati on. 

Responsibiliti es and roles of the EP members. How will the key decision maker(s) support the 
evaluati on working group and Evaluati on Champion? What expectati ons do the key decision 
makers have of the evaluati on working group and Evaluati on Champion reporti ng back to them? 
What expectati ons do the Evaluati on Champion and the working group have of each other?

Time commitments.
• General ti meline of the expected process for a quality evaluati on. Depending on prioriti es and 

ti me availability, it may take several months -- even up to 6 months or more -- just to create 
the evaluati on plan, then more ti me to implement the plan and analyze the results. The ti me 
put into planning will pay off  in the long run.

• Time commitments of staff  and working group members. The members of the working group 
are typically comprised of staff  members who are directly engaged with the program and are 
committ ed to evaluati on. The working group members are the core team that works with 
the Evaluati on Champion. Additi onal staff  members may also assist at various points in the 
process. There will be at least one meeti ng with internal stakeholders, and several meeti ngs 
with the working group members. There may be a need to educate the working group 
and other staff  about evaluati on, and eventually about the specifi cs of program modeling, 
measure development, and the like. These meeti ngs will have to occur within the busy and 
demanding schedules of program staff . The ti me commitment of working group members will 
vary depending on how much support and collaborati on the project goals require. 

• Time commitments of the Evaluati on Champion. The Evaluati on Champion’s role and 
responsibiliti es will be shaped by the project’s goals and scope of work, and by the availability of 
and roles assigned to members of the working group. In cases where the Evaluati on Champion 
is a staff  member internal to the parti cipati ng organizati on, this individual will be spending 
additi onal hours planning meeti ngs and addressing questi ons. The additi onal responsibiliti es 
of the Evaluati on Champion should be considered and planned for in light of their existi ng 
duti es and this should be documented in the MOU. 

• Policy regarding evaluati on. Although many organizati ons have some sort of policy stati ng that 
evaluati on is a job requirement, most managers do not think about the amount of ti me that 
this will take. Ten to fi ft een percent of an employee’s working ti me is not unreasonable. We 
encourage organizati ons to make their commitment more explicit by writi ng it down either as 
part of the MOU or elsewhere.

Costs and Budget. Costs could include fees for an external professional evaluator, if used, as well as 
the planning costs – travel, ti me for meeti ngs, phone calls, room rental, fees for licenses, printi ng, 
etc. Also consider equipment – laptops, projectors, copiers, etc. Getti  ng agreement in writi ng 
about the expected costs and how they will be covered is criti cal to determining the scope of and 
commitment to evaluati on.

What is the ti meline for this MOU? We have traditi onally used a single MOU specifi cally for the 
evaluati on planning phase, and then created a new one for the implementati on phase – but this 
is not the only opti on. You may wish to address the enti re evaluati on process in a single MOU. But 
it is very important to be clear about expectati ons on the length of ti me each phase takes. Some 
programs have moved relati vely quickly through the evaluati on planning phase (4 months), while 

Acti vity:  Evaluati on “Café”

This discussion format 
allows parti cipants the 
opportunity to express 
their expectati ons and 
concerns out loud, and may 
be uti lized with all internal 
stakeholders, or only within 
your working group (see 
page 10).  During your fi rst 
in-person meeti ng, team 
members should be broken 
up into small groups (2-5 
people in each group). 
A discussion prompt is 
presented and at each 
“café” table individuals are 
given 2-3 minutes to think 
about and take personal 
notes on the prompt, then 
5-7 minutes to share and 
summarize the group’s 
responses. Parti cipants 
then re-shuffl  e themselves, 
creati ng new small groups 
for the next prompt. This 
process can be repeated 
several ti mes, though 3-4 
prompts generally allow 
for ample discussion. At the 
end of the café sessions, 
small groups share the 
notes created at their 
tables with the enti re 
group. Possible prompts 
include: “What comes to 
mind when you think about 
evaluati on?” “What do you 
expect to get out of the 
evaluati on partnership?” 
and “What are your 
concerns about evaluati on 
and/or the evaluati on 
partnership?” 
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others may take a year or more. We oft en begin by asking staff  about their annual cycles – when 
are reports due? When is the next program being held? The answers to these questi ons will help 
determine a ti meline that will work for the project.

At a minimum, the MOU is meant to be a vehicle to plan evaluati on acti viti es, and to help assure 
that all parti es are clear about what is intended or expected, understand their individual roles 
as they pertain to evaluati on, and agree on what can feasibly be accomplished in the ti meframe 
allott ed. This writt en agreement does not necessarily have to be a formal legal document, but it 
should be a consensus between all the involved parti es, be put in writi ng, and be made available for 
easy reference. A sample MOU (ti tled Memorandum of Understanding Template) can be found in 
Appendix I. Although this will ideally be accomplished through a series of face-to-face discussions, 
we have oft en worked through this step via teleconferencing and email. 

1.03 Internal Stakeholders
An important fi rst step in the launch of the EP is to bring together the internal stakeholders of the 
organizati on and its programs in an introductory meeti ng. This typically goes beyond the working 
group to include directors, administrati ve staff , and staff  from the target and other programs in 
the organizati on. The introductory meeti ng will help the organizati on understand the evaluati on 
process, and what to expect as a result of parti cipati on. Not all of the people att ending this meeti ng 
will parti cipate in each and every step of the process, but it is parti cularly important that this fi rst 
meeti ng be inclusive. One of the most common challenges of implementi ng the SEP is working 
with organizati ons and staff  who hold inaccurate expectati ons about the process. Though the 
MOU does address many of these on paper, we have found that it is essenti al to talk directly with 
stakeholders and parti cipants, either in person or over the phone. Thus, the Evaluati on Champion 
has the opportunity to address any questi ons that may arise early in the process. One way of 
addressing these issues and allowing expectati ons, questi ons and concerns to be expressed is to 
use an acti vity such as the Evaluati on Café (in the sidebar on page 9). In the Modeling stage of 
evaluati on planning, you will consider the consider the perpecti ves of these stakeholders more 
indepth, along with other stakeholders’ prioriti es for this program, the task for now is to focus on 
addressing questi ons or issues that evaluati on planning may contribute to within the organizati on. 
Someti mes this group simply wants to be kept informed of what’s going on, someti mes they want 
some additi onal training on evaluati on so they can transfer these skills throughout the organizati on.

1.04 Working Group(s)
The working group will consist of the people who should be responsible for and directly involved 
in evaluati on planning, implementati on and uti lizati on. This group should represent a range of 
perspecti ves from within the program, as well as the organizati on. If you are working with an 
organizati on to conduct evaluati ons on multi ple programs you will need to determine if each 
program needs its own working group, or if they can start off  together then break apart later. 
Things to consider when deciding which staff  members to include in the working group are:

• Who needs to be present in order to obtain a complete picture of everything and everyone 
involved in and aff ected by the organizati on and its relevant program areas and programs, and 
the roles of key players?

• Who cares about the program areas and program, and why?
• Is there anyone who might be upset to later fi nd out that they were not included in a 

conversati on about evaluati on? 
• Who from the organizati on or program is able to parti cipate in this process? The signifi cant 

ti me required to parti cipate should be carefully considered.
• If evaluati on capacity will be measured, who is the best person or group of people to fi ll out 

the Organizati onal Evaluati on Capacity Survey? This may be the organizati on’s director or key 
decision maker. Who should complete the Program Evaluati on Capacity Survey? This is usually 
the Evaluati on Champion, program leader and/or staff .

As the evaluati on eff ort conti nues, the working group(s) will likely become smaller – and more 
focused on the program staff . Maintain fl exibility about who to involve in each step throughout the 
planning process. 

We off er a companion 
Workbook, which will be 

referenced frequently. The 
Workbook holds materials 

applicable to many of 
the SEP steps, including 
worksheets, FAQs, and 

other resources. Materials 
previously contained in 
the Appendices to this 
Guide are now in the 

Workbook (as well as on 
the Netway - more on that 

later).

For more informati on on 
locati ng these resources, 
see the Preface, page vi.
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The Eye of the Beholder - Multi ple Perspecti ves

A system can be viewed from many diff erent perspecti ves. Almost everyone is familiar with the famous drawing from the psychology 
of percepti on that shows either faces or a vase depending on how you look at it. When you stare at this picture you can actually 
experience the shift  in perspecti ve that psychologists have described as the “fi gure-ground” eff ect. The same system can seem very 
diff erent when looked at from diff erent viewpoints. We cannot really understand the system and its interdependencies unless we look 
at it from multi ple points of view.
 
The issue of multi ple perspecti ves is essenti al in evaluati on for a number of reasons (depending on your perspecti ve!). For instance, 
all program evaluati ons involve a multi plicity of stakeholders including the parti cipants, program developers, administrators, support 
staff , families and community, funders, policymakers, politi cians, and the general public. One of the most important things an evaluator 
can do is to help the diff erent stakeholders see the system of a program from the perspecti ves of other stakeholders. For instance, 
program deliverers may not perceive why they are being pressured to evaluate their programs “from an outside perspecti ve” or why 
they need to demonstrate outcomes and impacts. If they understand the system pressures on diff erent stakeholders, in this case the 
funders, they may gain a greater appreciati on of how their view fi ts into the larger system. Conversely, funders may not understand 
why the organizati ons they fund are resisti ng their calls for evaluati on. If they can begin to 
view the program through the eyes of those who deliver it or parti cipate in it they are likely 
to understand the system bett er. In this example it’s easy to see that the issue of perspecti ve 
is inti mately related to the moti vati ons and incenti ves of diff erent stakeholders. The fi eld of 
evaluati on has long emphasized the values of parti cipatory evaluati on approaches, in part 
because of this criti cal importance of multi ple perspecti ves.

But multi ple perspecti ves are also criti cal for understanding the content and meaning of 
programs. Throughout an evaluati on it is valuable to have key stakeholders look at diff erent 
parts of the program, to share their views, and to consider how others might perceive them. 
For instance, it is surprising how many ti mes even in simple programs diff erent people will have 
remarkably diff erent views of what they are trying to do or what the program is aff ecti ng. We 
fi nd that when people share their perspecti ves they can uncover such diff erences and that this 
learning is criti cal for informing the evaluati on.

Phase 1: Evaluati on Planning
Stage 1: Preparati on

When working with multi ple programs simultaneously, it can be helpful to create and share a 
contact list of all parti cipants so that they can contact each other easily and begin building an 
evaluati on network.

1.05 Evaluati on Capacity 
It is generally a good idea to assess the organizati on’s and program’s capacity surrounding 
evaluati on prior to developing and implementi ng an evaluati on plan. This process can help to 
elucidate resources available within the organizati on and program as well as identi fy areas that 
may need additi onal att enti on. In additi on, it helps to establish a baseline assessment of evaluati on 
capacity prior to implementi ng the SEP. By working through the SEP, the Evaluati on Champion and 
the working group will hopefully help to build the evaluati on capacity of both the program and 
organizati on. 

Assess Evaluati on Capacity 
Organizati onal capacity can be assessed formally by completi ng an evaluati on capacity survey that 
focuses on organizati onal resources. It should be completed by individuals who have the informati on 
available to accurately assess evaluati on capacity at the level of the organizati on. Typically, in order 
to assess organizati onal capacity, an organizati on leader (who has a broad perspecti ve on the 
organizati on and its programs) should be asked to refl ect on: a) the evaluati on resources available 
within the organizati on (personnel, budget, and technology), b) any organizati onal evaluati on 
policies, and c) the current evaluati on capacity of the staff .  

Program capacity can be assessed formally by completi ng a capacity survey focused on the 
program. The survey should be completed by staff  who are familiar with how the program 
currently handles evaluati on. The Evaluati on Champion and the working group should be involved 
in assessing program evaluati on capacity. The survey should be completed for each of the programs 
that will be evaluated. This includes gathering basic program informati on such as a descripti on of 
the program, its parti cipants (i.e. numbers, and demographic characteristi cs) and other key data 
that will be used for the logic model - the inputs (i.e. staff , curricula), acti viti es, outcomes, context, 
and assumpti ons. It also includes gathering informati on on any evaluati ons of the program that 
have occurred to date. 
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Acti vity:  Launch Meeti ng

This working meeti ng or “workshop” is an event that may include several of the acti viti es described in Stage 2. The purpose 
of this meeti ng is to introduce the Systems Evaluati on Protocol and begin working through some of the modeling steps. The 
initi al contact (described in Stage 1) and the “evaluati on café” acti vity presented earlier help to establish expectati ons for the 
evaluati on partnership and a working defi niti on for “evaluati on.” Though these concepts will be revisited, the launch meeti ng 
is the ti me when these expectati ons and ideas are fi rst put into practi ce. The Launch may or may not include all internal 
stakeholders, but defi nately will include all members of the working group who will be involved in the evaluati on planning 
process. Other internal stakeholders, including organizati on administrati on, need not att end the enti re workshop. However, 
inviti ng these stakeholders to learn about the organizati on’s commitment to evaluati on and how it will aff ect them, as well 
as to parti cipate in conversati ons around 2.01 -2.03 (Stakeholder Analysis, Program Review, and Program Boundary Analysis) 
may be useful. This workshop could take on a variety of diff erent formats depending on the needs of the working group. In 
some cases, the “launch” meeti ng might last several days and include the completi on of a majority of the steps in the Protocol. 
In other instances, the working group may decide to work through only the logic modelling (Step 2.05), then pause to take 
ti me to more fully consider, revise and share their program model with stakeholders.  (Additi onal meeti ngs will not be listed 
specifi cally in this Guide because there is no specifi c organized ti metable for the completi on of the steps in this Protocol. An 
example of how we scheduled meeti ngs when we worked with multi ple programs as a single cohort going through evaluati on 
planning together is shown on page 6 of the sample MOU in Appendix I.) 

The purpose of this step is to establish a baseline and also to get a sense of what is actually involved 
in running each of the programs. The benefi t of using a survey is that it can be revisited aft er 
the organizati on has implemented the evaluati on and used to assess whether any changes have 
occurred aft er parti cipati ng in the SEP.  Appendix II, Assessing Evaluati on Capacity, outlines many 
of the issues that you may wish to integrate into your own survey(s).

Stage 2: Program Model Development
This stage is intended to enhance the working group members’ knowledge of evaluati on concepts 
and how to use systems approaches for analyzing programs, and to develop and fi ne tune their 
program’s Logic Model and Pathway Model  upon which the evaluati on will be based. In the 
previous stage you (the Evaluati on Champion) were working with the organizati on as a whole. 
During this stage you will be working primarily at the level of the program (but there may be some 
overlap between programs if you are working with more than one program in an organizati on). Of 
course, because the SEP takes a systems view, you will be considering the broader organizati onal 
stakeholder context. However, in this part of the Protocol you will primarily work with staff  of each 
individual program.

This stage involves several steps that address: Stakeholder Analysis, Program Review, Program 
Boundary Analysis, Lifecycle Analysis, Logic Model, Pathway Model, Evaluati on Scope,  Program-
System Links, and Refl ecti on and Synthesis. Many of these steps could be completed by the 
Evaluati on Champion alone. However, the process of developing a program model depends on the 
contributi on of stakeholders and is strengthened by collaborati on and discussion among program 
staff . Collaborati on also builds support for the evaluati on. Many of the following steps may be 
performed in a diff erent sequence or in tandem and will build upon each other in an iterati ve 
manner. 

2.01 Stakeholder Analysis
The goal of this step is to identi fy all of the potenti al people and/or organizati ons that have a 
stake in the program and its evaluati on, and to begin to understand their perspecti ves on the 
program and its evaluati on. This should be a broad and inclusive brainstorming exercise. The 
working group should be encouraged to name every possible enti ty at all levels of the system, from 
program parti cipants to state and nati onal funding sources. Use of a whiteboard or sti cky notes are 
suggested so that the stakeholder names can be physically placed and moved on a diagram. The 
following questi ons may help guide the conversati on:

Program documents - 
including stakeholder maps, 
program descripti ons, logic 

models, and pathway models 
- as well as evaluati on plans 

can be built online in the 
Netway, allowing you to 

develop valuable program 
development and evaluati on 

tools in collaborati on with 
colleagues and make the 

informati on available to your 
team members. The Netway 

is available free at htt p://
evaluati onnetway.com
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Figure 4. 

Hypothetical map 

of stakeholders

•  Who are the people/types of people who have a stake in the program? Who benefi ts? 
Who is responsible for the program? Who takes part in it? Who encounters those who 
take part in it? Who experiences it indirectly? Whose lives are aff ected by it? Who has 
to pay for it? Who has to make decisions about it? Note: Local stakeholders may include 
the funding agencies, parti cipants, program leaders, parents, administrators, staff , board, 
local and county government, the press, etc.

•  Who else cares about the program, or at least the program’s general scope? This refers to 
people beyond the immediate scope of the program, and could include the community, 
schools, policy makers, researchers, a potenti al future funding agency, other organizati ons 
with similar or related programs, global issue leaders, etc. 

Create a “Map of Stakeholders” - a visual depicti on of the stakeholders and their relati onship 
to each other (see Figure 4: Hypotheti cal Map of Stakeholders). This is an informal map that 
is designed to show all the key stakeholders or stakeholder groups at a glance. In general the 
stakeholders most centrally involved with the program should be nearer the center of the map, 
and others who are more remotely related should be at the outer circles. You might want to ar-
range the stakeholders so that similar groups are near each other, but the most important thing 
is to identi fy all of the relevant stakeholders and ensure that everyone in the working group is 
comfortable with the map. You can fi nd a Stakeholder Worksheet: Blank Map Template in the 
Workbook (page 5).  It is likely you will have to go through several iterati ons to produce a map 
that everyone is comfortable with.

Guide the group to consider which aspects of the program each stakeholder is most interested 

Building your 
Stakeholder Map in the 
Netway makes editi ng 

easy - you can use colors 
to indicate sub-groups or 
systems colors and move 
stakeholders about the 
map to arrange them. 
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Acti vity:  Stakeholder 
Affi  nity Diagram

For larger groups, and 
especially colleagues 
working on diff erent but 
related programs, an 
additi onal level of analysis 
of stakeholders can be 
useful. This is usually done 
at the launch meeti ng. 
Aft er brainstorming a list 
of stakeholders, have one 
program member list the 
stakeholders individually 
onto separate pieces of 
paper. Ask them to place 
the stakeholders on the 
wall, grouping their 
stakeholders near their 
peers’ similar/common 
stakeholders. (We use 
index cards and a sti cky 
wall, but post-it notes 
should also work for 
any wall.) Rather than 
taking turns in a formal 
sense, parti cipants should 
just add their items and 
possibly move others as 
they fi nd a place to do so. 
It is important to allow 
parti cipants to use their 
own criteria for similarity 
so that affi  nity clusters 
develop organically. 
When the diagram is 
complete (when everyone 
is sati sfi ed that none need 
to be moved), parti cipants 
should refl ect on and 
discuss the process and 
what they noti ced. They 
may assign identi fi ers or 
ti tles to the clusters that 
have developed - this may 
help them to identi fy key 
stakeholders on their own 
diagrams and additi onal 
stakeholders they had not 
previously recognized.

in learning about. It can be helpful for later steps if you record the identi fi ed interests of each 
stakeholder. See the Stakeholder Perspecti ves Worksheet in the Workbook on page 7. Another 
acti vity may be to conduct stakeholder interviews - consider using the Stakeholder Interview Guide 
on pages 9-10 in the Workbook. 

2.02 Program Review
The goal of this step is to gain a fi rmer understanding of the components and characteristi cs of the 
program and its parent organizati on, including how the program operates and whom it serves. The 
output will be a fairly comprehensive program descripti on, which will probably be more helpful 
than any benchmark initi al descripti on previously used for a program. This is an iterati ve step - 
any tools that have been used or developed in previous steps in order to describe the program 
should be discussed and reviewed – such as the capacity surveys and stakeholder map. It is also 
appropriate to examine any curricula, guidelines, manuals or prior evaluati ons that might exist in 
relati on to the program. They are likely to come back to this step, later.
The following questi ons may help guide the discussions:

• Why does the program exist? 
• What is the program’s mission or vision? 
• What are the program’s acti viti es? 
• Who parti cipates in these acti viti es? 
• When does the program take place? 
• Where does the program take place?

Even though these questi ons are listed from the broadest to the more specifi c, that is not necessarily 
the best order to follow when working with a group. Someti mes the best place to start is with what 
program staff  actually do – brainstorm the acti viti es of the program – and then build from there to 
the more general issues of program mission/vision. This may be best if the program is underway 
or well-established and the working group includes acti ve program managers.  For programs that 
are being developed, or that are especially mission-driven, it may work best to start with broad 
themes and work toward discussing specifi cs.  Regardless of the sequence, the discussion should 
be inclusive and ideally should help build relati onships within the working group and between the 
working group and the Evaluati on Champion. 

This step should be approached knowing that some of these questi ons can probably never be 
completely answered to everyone’s sati sfacti on. There may be some areas of disagreement or 
responses for which answers are uncertain, but it is not necessary to have complete agreement at 
this point. The descripti ons outlined should be fairly comprehensive so as to “fi ll out” a relati vely 
complete picture of the elements of the program. This eff ort to defi ne the program can be 
surprisingly diffi  cult.  This is an important discussion to have before moving on to the next step, 
which will be to set some boundaries for the program.

In our experience this step has been an exciti ng one for many programs. It off ers staff  the 
opportunity to step back and refl ect on ALL that goes into their program. Someti mes some 
unexpected connecti ons arise as they recognize the contributi ons of program components they 
may previously have undervalued. When you’re doing this step it is probably a good idea to use a 
white board or black board and draw things out as the group is saying them. 

The working group shouldn’t get ahead of themselves —don’t start drawing the logic or pathway 
models yet. Stay focused on encouraging brainstorming. The next few steps will give shape to what 
is generated in this step. The result of this step will typically be a tangled mess that shows the level 
of detail in the program. The complexity of the program may even surprise many in the working 
group, who previously may have had a rather narrow, organized view of the program. 

2.03 Program Boundary Analysis
Program names are simply labels given to a set of related acti viti es and goals. Understanding the 
meaning behind these labels and constructs is the purpose of this exercise. This task builds off  the 
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The level of detail may lead to 

frustration or confusion when trying 

to make sense of the complexity of 

even the simplest program. 

 

The level of detail may 
lead to frustrati on or 
confusion when trying 
to make sense of the 
complexity of even the 
simplest program.

When it’s more 
arti culated, the Netway 
provides an ideal place 
to record your program’s 
mission and descripti on.

previous one, and is frequently one of the most diffi  cult steps because there 
are many ways to defi ne, structure, and parse the elements of a program. 
The goal of this step is to determine what is “in the program” and what is 
“outside of the program”. While this may seem simple or unnecessary at 
fi rst glance, the boundaries of a given program are seldom made explicit 
and frequently vary with the context. Diff erent people within the same 
organizati on oft en draw a program’s boundaries quite diff erently, and other 
stakeholders defi ne it sti ll more diversely. 

The Program Boundary Analysis exercise is focused on language and 
terminology, and asks parti cipants to clarify and make precise the statements 
they make about their program and may take for granted. Boundaries are 
arti fi cial constructs created by humans, and now is the ti me to questi on 
exactly what those boundaries are. (For resources that may help guide this 
discussion see Workbook pages 11-15, Guidance for Boundary Analysis, and 
Program Boundary Worksheet.) The output should be an improved program 
descripti on, improved understanding of the program, and possibly new 
common ground for those who parti cipated in this conversati on. 
Keep in mind that staff  cannot realisti cally evaluate every aspect of their 
program during this evaluati on cycle, but they may evaluate diff erent parts 
at diff erent ti mes. Parti cipants should be encouraged to be broad and to 
include all the things that matt er and go into or come out of the program even though they may 
not be evaluated in this evaluati on cycle. Below are several guidelines for thinking about what the 
program is, and developing a comprehensive program descripti on. 

• Ask the program staff  exactly what it is that they do, and ask other stakeholders to describe 
what they ‘think of’ as the program eff ort. The chances are that you will get diff erent 
answers, but all of those things are part of clarifying the boundaries of the program.

• What are the “elevator stories” of the program – if someone were to describe the program 
in two sentences during a short elevator ride, what would they say? 

• Is there a formal defi niti on of the program? If there is such a defi niti on, this can be the 
working program defi niti on and boundary (or at least a starti ng point for a new one). If 
not, are there any informal descripti ons of the program? Did you come up with a bett er 
defi niti on during the previous step (2.02 Program Review?) Places to look include program 
descripti ons on a website, or various types of promoti onal literature. Do these say the 
same thing, or are they diff erent? Synthesize a working defi niti on from these descripti ons 
and move on. 

• Another thought to consider is what statements would they like to make about their 
program? If they want to say that their program increases community health, then the 
community should be within the boundaries of their program.

• If they were to package up the program and hand it over to someone else, what elements 
would it consist of? Usually the program staff  training is not considered part of the program 
itself, assuming that the staff  come to the program adequately trained to carry out the 
program (note, in that case, this would be one of your assumpti ons for later on in the Logic 
Model).

• Look at the Map of Stakeholders. How would these various stakeholders defi ne the 
program? Would strangers, reporters, board members, funders, etc. be able to “get” 
what the program is doing if they read your descripti on? Would they include or exclude 
elements that have been included in the descripti on? Have the working group assume the 
perspecti ves of diff erent stakeholders or stakeholder groups and play the roles of those 
people. How are they similar to or diff erent from how another stakeholder would describe 
the program? Perspecti ve taking is absolutely criti cal to understanding the program. For 
example, how does a teacher defi ne “school”, as opposed to a student, the parents, or 
even the government? Why do diff erent stakeholders, including program staff , describe the 
program diff erently (i.e. draw the program boundaries in diff erent places)? What diff erent 
informati on or values inform these diff ering descripti ons? Can the group reconcile these 
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Inside-Outside - Boundaries

All systems have boundaries that disti nguish the system from what’s outside it. That sounds simple enough, and for many 
systems it is a relati vely simple thing to defi ne what’s in the system and what’s not. But for other systems the boundaries 
are conti nuous (not abrupt) and are not easily defi ned. For instance, in nature how do we defi ne the exact borders of the 
system that consti tutes an organism, or a river, or a cloud? What is the “boundary” between two diff erent breeds of dogs 
or two diff erent species of animals? In living systems, the boundaries may be diff erent depending on how you look at the 
system and the level of scale or precision at which you look.

In systems evaluati on, defi ning boundaries is a very challenging endeavor. For instance, where does one draw the 
boundaries on who is a stakeholder to a program? In an educati onal program, for instance, do you limit the stakeholders 
to the program parti cipants and deliverers? Do you include family members? Administrators? Funders? The public? Or, 
how do you determine what the boundaries of your program are? In many situati ons, we think of the program as a set of 
acti viti es that we can list. However, when we actually try listi ng program acti viti es we can oft en fi nd that even co-workers 
involved in delivering the same program may have diff erent items. For instance, one person might say the planning of 
the program or training of program staff  is an essenti al “part” of the program, while others would say the program just 
consists of what is done once the program is planned and the staff  is trained. Is one right and the other wrong? Even if we 
take the narrower version, we can run into diffi  culti es. Two trained staff  members who try to do exactly the same set of 
acti viti es will inevitably do things slightly diff erently. A teacher will adapt the way they are presenti ng material depending 
on the reacti ons of students. A doctor will adapt the way they are treati ng someone depending on their pain level or 
initi al response to treatment. Is that adaptati on part of what we call the “program”? What exactly is the boundary of the 
program? The same kind of boundary problem occurs in relati on to outcomes. If we have a science outreach program that 
is trying to infl uence children’s atti  tudes towards science, where do we draw the boundaries on what that means? Does 
that mean that children become more interested in science? And what does that mean? What do we include in “science?” 
What do we mean by “more interested?” All of these questi ons involve determining boundaries, oft en in circumstances 
where there simply are no fi xed and easily determined borders between what is or is not in the system.

Developing an understanding of boundary issues is an important part of systems 
evaluati on. There are no simple answers and oft en reasonable people involved in the same 
program will disagree. In some sense, boundary discussions require that stakeholders 
negoti ate a consensus about what they mean by their “program.” For instance, in a 
teacher-training program, is the program just the set of acti viti es used in training teachers 
or does it also include the acti viti es that the teachers subsequently do in training their 
students? Discussions about program boundaries oft en become important learning events 
for stakeholders because they lead to discussions about the meaning of what they are 
doing with their programs and the evaluati ons of them.

diff ering views in a meaningful way?

• Do you describe your program diff erently in internal communicati ons (such as memos or 
program plans) than in external communicati ons (such as websites or mailings)? Does the 
program descripti on include the informati on from both types of sources?

• How would the program evaluati on be aff ected if elements were included or excluded from 
the program descripti on? For example, what would happen if you included or excluded 
acti viti es that are aimed at diff erent audiences but share similar resources and goals? 

• Look back at any previous program logic models. Is the informati on in there (including 
inputs, parti cipants/audience, acti viti es, outcomes, and assumpti ons) sti ll in the picture 
with this new program descripti on? If you have excluded or included elements, are you 
able to justi fy that? 

• Write a new program descripti on with the boundaries clearly established, and in language 
that would be understandable to someone with no knowledge of the program. 

One way to think about the drawing of common boundaries is to consider it from the perspecti ve 
of a biological scienti st. Imagine that the program is a specimen and you are examining it under 
the microscope. You can zoom all the way in and see all of the intricate details of a porti on of the 
specimen. Alternati vely, you can zoom all the way out so that you can see the broader structure 

It is important 

to note that 

there is no one 

correct way to 

draw program 
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there are 

ways of drawing 

boundaries that 

will be more or 

less useful for 

your purposes.
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of the whole specimen. Or, you might want your level of magnifi cati on to be somewhere in the 
middle so that you maintain a sense of the broader structure while sti ll gaining an understanding 
of some of the more nuanced details. It is important to note that there is no one “correct” way 
to draw program boundaries, but there are ways of drawing boundaries that will be more or less 
useful for your purposes. To conti nue the biology example, the boundaries of the system may be 
the incubator full of petri dishes, a single dish, a single colony, a single cell, or a cell organ. These 
are all systems that are nested within other systems, and the job of the working group is to defi ne 
their boundaries for their purposes. They should be guided by the kinds of statements they wish to 
be able to make at the end of the analysis (i.e. “X% of sample dishes share evidence of…” vs. “cell 
walls in the treated colonies showed the eff ect of…”).

This conversati on can help guide the eff orts toward a ti ghter boundary with fi ner detail, or a wider 
boundary with broader components. The objecti ve is to get the defi niti on of the program to a 
point where it is not too detailed and not too vague. Here another helpful metaphor from the story 
of Goldilocks and the Three Bears comes to mind - Goldilocks’ quest to fi nd the perfect bowl of 
porridge which was neither too hot nor too cold, but just right. Also demonstrated in this example 
is that we did not focus on the whole Goldilocks’ story – instead we chose to focus on the porridge 
(rather than on the chairs or the beds, or on the Bears’ return).

Another example of diff erent possible boundaries - consider how someone might defi ne “school”? 
Does school begin when the fi rst class begins, or does it begin when a student walks out of their 
home or gets on the bus? Is lunch part of school? Does school end aft er the last class, or when 
a student gets home? Are aft er-school acti viti es – such as drama or sports – part of school? The 
selecti on among these opti ons is ulti mately a practi cal one driven by what parti cipants want to do 
with their evaluati on results. Under the circumstances, the decision about boundaries tends to get 
revisited several ti mes as the working group moves through the modeling and evaluati on planning 
steps.

For a program that is designed to “train the trainer” a key boundary questi on is whether the 
program includes the acti viti es done with the trainers or only the subsequent acti viti es with 
their students. Another classic boundary questi on is whether program planning and preparatory 
training is considered part of the program, or do program acti viti es only involve what happens aft er 
program staff  is trained? 

The output of this whole step should be a newly revised and even more precise program descripti on 
upon which the working group has reached consensus. At this point everyone should agree on 
what acti viti es are considered to be part of the program, and which ones are not. In additi on, 
the working group should develop a mission statement for the program. Oft en, the organizati on 
will have an existi ng mission statement for each of its programs. The working group should keep 
a copy of this statement with their evaluati on fi les. If no mission statement exists, or the existi ng 
statement needs revision, this should be done as part of this step. (See Guidance for Program 
Descripti ons, Workbook page 17.) 

Some groups get very ambiti ous about defi ning the program boundaries, and they may pay a price 
later when trying to evaluate it. If their boundary includes an extended view of the program, their 
whole program model becomes much bigger and more complicated. Some groups will try to scale 
back and defi ne more precisely what they are trying to do and they run the danger of leaving key 
program components out. This is all an iterati ve process that will be revisited throughout the other 
steps. Redefi ning the boundaries will likely conti nue as you work through other steps, such as when 
completi ng the logic model, when determining the evaluati on scope, or prior to the next cycle of 
evaluati on.

2.04 Lifecycle Analysis
Programs change over ti me.  In fact, like organisms, programs can be viewed as progressing through 
lifecycle stages: they are initi ated (born); they typically go through phases of rapid change and 
growth; they may stabilize and become more “sett led”; they may be disseminated widely; and at 
any point along the way they may be reti red or replaced. Integrati ng principles from both systems 
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Acti vity:  Program History

The purpose of this acti vity is for parti cipants to refl ect on the origins of their program, and to discuss how and why the 
program has changed over ti me.  Parti cipant working groups should begin by discussing their program’s evoluti on. The 
following prompt is designed to help the working group bring the program’s history to light:

• Think of yourself as biographers working to tell the life story of your program. As you recall your program’s history, specifi c 
considerati ons might include: how and why the program began, how it has changed over ti me and why, and the degree to 
which it conti nues to change. 
 
Following the discussion, the group should try to capture the program’s history in a schemati c way  - consider using 
either Workbook page 27, or any other graphic representati on that enables the group to best communicate the story 
of the program’s history. If there are several working groups engaged at the same ti me, use the opportunity to have 
working groups take turns sharing and describing their illustrati on and program history with the larger group. These brief 
presentati ons should include a descripti on of how the program has evolved so far and a brief descripti on of the factors that 
have infl uenced its evoluti on - funding changes, community needs, and so on.  Answers to FAQs and/or Program History and 
Lifecycle Worksheet can be found in the Workbook (pages 20-28).

Phase 1: Evaluati on Planning
Stage 2: Program Model Development

Figure 5. 

Phases in 

Program 

Lifecycle

theories and evoluti onary theories, the SEP was explicitly designed to identi fy where a program 
is in its lifecycle, and to encourage a progression through evaluati on phases appropriate to its 
lifecycle phase. 

Figure 5 off ers a way of characterizing a program’s evoluti on. The “State of the Program” arrow 
emphasizes that it is not just the passage of ti me that marks a program’s evoluti on. Decisions are 
made throughout a program’s lifecycle by program staff , organizati on leadership, key funders and 
others. Over ti me, these decisions contribute to a substanti ve progression that includes refi nement 
and stabilizati on of program content and approach (reducing the variability of the program from 
one round to the next as a program sett les into its essenti al components). In other words, as the 
state of the program moves from left  to right, the internal stability of the program increases. This 
progression in the state of the program also refl ects decisions that are made along the way about a 
program’s expansion, conti nuati on, or contracti on, and also generally refl ects a move from smaller-

Lifecycle
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scale pilot trials of a program to more widespread use.

For practi cal purposes we defi ne four broad lifecycle “phases”: initi ati on; development; stability; 
and disseminati on. In actuality, program evoluti on is a conti nuous and dynamic process. In fact, a 
program is never “done evolving.” Moreover, an individual program’s evoluti on is not always linear, 
and diff erent acti viti es may be at diff erent developemental levels. The iterati ve, “regroup-and-try-
again” possibiliti es symbolized in the blue dashed lines are realisti c (and important) paths. There 
can be “backward” reversions to an earlier phase at any point in a program’s lifecycle, even for 
mature programs.  Programs may also stay in one phase or move incrementally within it for some 
ti me (symbolized by the red circles); and they may be reti red at any point (the exiti ng red arrows). 

Each iterati on of a program is related to the program’s prior history but is also shaped by decisions 
based on new informati on about how and how well the program works, about what is needed by 
the target audiences or community, and by purely external factors like funding availability. The 
process of evoluti on involves learning, changing, and ulti mately strengthening the larger system 
as a program is run, evaluated, revised, and re-run over ti me. Use Program History and Lifecycle 
Worksheet (Workbook pages 27-28) to plot your own program’s lifecycle.

The process of program evoluti on through lifecycle phases is driven, in part, by evaluati on. 
Informati on gathered through evaluati on can be used to make positi ve changes to a program’s 
implementati on and scope, pushing the program forward - and someti mes backward - through 
the lifecycle stages. Accompanying and supporti ng the program’s evoluti on is a similarly evolving 
patt ern of evaluati on acti viti es.  A key tenet of the SEP is that there are lifecycles in evaluati on as 
well as the program, and that for any given program lifecycle phase or state of the program, there is 
an appropriate evaluati on lifecycle phase. These lifecycle phases are defi ned in more detail below.

Figure 6 provides an image for evaluati on lifecycle phases, analogous to the program lifecycle 
phases above. The “State of the Evaluati on” is a synthesis of the multi ple dimensions of a program 
evaluati on. Movements from left  to right in this fi gure correspond to potenti al increases in the 
scope and/or intensity of the evaluati on eff ort.  We disti nguish four broad phases, delineated 
according to their basic purpose or goals.  Early phase evaluati ons focus on how well the program 
is being implemented and how parti cipants are responding to it; evaluati ons in the next phase 
assess change associated with program parti cipati on; evaluati ons with more elaborate comparison 
and control group designs allow for examinati on of causality, and the fourth phase examines 
how generalizable the program’s results are likely to be to other contexts and setti  ngs. Use the 
Evaluati on HIstory and Lifecycle Worksheet (Workbook pages 29-30) to diagram your program’s 
evaluati on lifecycle.

Figure 6. 

Phases in 

evaluation 

Lifecycle

If you use the Netway 
for Evaluati on Planning,  
you may record your 
program lifecycle  in the 
“Informati on” secti on 
of  your program, and 
your evaluati on lifcycle 
in the “Evaluati on 
Plan” secti on of your 
program.
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Alignment

Alignment between program and evaluati on lifecycle phases is essenti al for ensuring that programs 
obtain the kind of informati on that is most needed at any given program lifecycle phase, and 
that program and evaluati on resources are used effi  ciently. New programs should generally be 
doing process and implementati on evaluati ons and basic sati sfacti on surveys rather than more 
controlled pre-post assessments. These programs are sti ll changing a great deal, and need basic 
rapid feedback that can be incorporated into the next round of implementati on.  

Using sophisti cated outcome evaluati on strategies on a program that’s sti ll in an early lifecycle 
phase is more than just a waste of resources.  Outcome evaluati on for an early phase program might 
happen to yield favorable results, but since the program is sti ll changing considerably this seemingly 
favorable outcome might not hold up in subsequent rounds of the program, and could lead to an 
over investment in something that has not yet stabilized.  The opposite risk is also signifi cant: early 
outcome evaluati ons might show poor results and lead to the premature cancellati on of a program 
that actually has great promise but needs to have some basic weaknesses resolved.  

On the other hand, managers of a mature, consistently-presented and well-received program 
typically need to make decisions about whether to re-commit or even expand the resources being 
devoted to it.  At that phase it is criti cal to evaluate program outcomes, and obtain evidence of 
change associated with or possibly caused by the program. This program might not really be 
att aining its intended outcomes and should be reti red or substanti ally revised in order to meet 
a community need; alternati vely it may be an extremely valuable program that is not being 
disseminated as widely as it should be, because it cannot build a strong enough case to funders. 
Without appropriate evaluati on, program resources will not be allocated as well as they could be. 
Questi ons of parti cipant or facilitator sati sfacti on alone simply would not serve the program well. 

Acti vity:  Evaluati on History

This acti vity parallels the previous acti vity. Parti cipants will refl ect on the evaluati on that has been done on this program 
over ti me, on what they know about the program and how they know it, and the factors that have shaped the evaluati on 
decisions. To the extent that the underlying program may have moved forward or backward among lifecycle phases at various 
points in ti me, it may be that the evaluati on as well has moved iterati vely back and forth among evaluati on phases along the 
conti nuum in Figure 6. Exploring a program’s history of evaluati on illuminates both the evoluti on of the state of evaluati on, 
and also the factors shaping evaluati on decisions.

The prompt questi ons below are designed to help the working group think through the evaluati on history.
What types of evaluati on have been done on this program, and when? (Include both formal and informal evaluati ons and 
feedback, whether or not it was offi  cially recognized as “evaluati on”.)

• What have been the primary purposes of the evaluati ons that have been done?
• How have results been used?  Have the results infl uenced decisions about the program?
• Who have the results been shared with or reported to?
• Does your funder require a certain type of evaluati on?
• What have been the sources of informati on that have been used? (Documents, responses from individuals on surveys or 

in interviews, etc.) 
• Have there been evaluati ons that are descripti ve of the program (e.g. interviews with program parti cipants or leaders)?
• Have there been formal evaluati ons of the program that included structured data collecti on (qualitati ve or quanti tati ve 

data)?
• Have there been evaluati ons that used comparison groups or control groups?

Following the discussion, the group should try to capture the program’s evaluati on history in a schemati c way similar to 
the program history (See Workbook Pages 29-30). If there are several working groups engaged at the same ti me, use the 
opportunity to have working groups take turns sharing and describing their illustrati on and the program’s evaluati on 
history with the larger group. These brief presentati ons should include a descripti on of how the program has been evaluated 
over ti me and a brief descripti on of the factors that have infl uenced the decisions about evaluati on (stakeholder prioriti es, 
evaluati on funding changes, program challenges, and so on.)  
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Figure 7. 

Lifecycle 

Alignment
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Figure 7 off ers a simple representati on of what alignment and non-alignment of program and 
evaluati on lifecycles looks like, using the sequenti al lifecycle phases we have established above.  
In this illustrati on, “Program C” lies on a 45-degree line indicati ng ideal alignment between its 
program and evaluati on lifecycle phases.

In practi ce it is very common to have programs whose program and evaluati on lifecycles are not 
aligned.  Early phase programs, such as Program A in Figure 7, may face stakeholder pressure 
to evaluate eff ecti veness through sophisti cated outcome evaluati ons even though the program is 
sti ll changing considerably from one round to the next. As described above, this pressured over-
investment in evaluati on may be using more resources than are warranted at this stage, and raises 
the risk of poor program decisions. Program B may have been in place and stable for some ti me, but 
is using simple end-of-session sati sfacti on surveys. This under-investment in evaluati on also raises 

the risk of poor program decisions.  This non-alignment may simply be the consequence of being 
trapped in a rut of familiar routi nes, or it may be that the program is constrained with insuffi  cient 
resources (knowledge or funding). These are common and realisti c scenarios, but misalignment 
can be costly and increases the risk of poor decisions about programs.  Moving toward alignment 
should be treated as a key goal of the evaluati on plan. Using the lifecycle defi niti ons on page 23 (also 
in Workbook on page 23) and the Lifecycle Identi fi cati on and Alignment Worksheet (Workbook 
pages 31-32),  assess your lifecycles’ alignment and discuss its implicati ons for your program.

 Program Lifecycle Defi niti ons
Every program has its own unique development. Any given program might move forward and 
backward through and between the phases, although the general tendency will be to progress 
through the phases over successive implementati ons. We have briefl y touched on the lifecycle 
phases, the following secti on presents more informati on on each phase. We defi ne four broad 
phases, each of which is then more fi nely separated into two sub-parts. 

1) Program Phase I: Initi ati on 
A Phase I program is typically a new program that is just starti ng up or an existi ng program that has 
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In the Course of a Lifeti me - Ontogeny

An evoluti onary systems evaluati on 
perspecti ve leads us to think diff erently 
about programs. For instance, the idea 
of ontogeny in evoluti onary theory 
is concerned with the origin and the 
development of an organism from incepti on through maturity. In human organisms ontogeny refers to the diff erent phases 
of development from infancy to old age. Instead of thinking of our programs as stati c enti ti es, this noti on encourages us to 
think of each program as conti nuously evolving through diff erent phases in a lifecycle, much like any organism does. While 
this lifecycle will manifest itself diff erently for each program, much as diff erent people develop at diff erent rates at various 
ti mes in their lives, we can sketch out a hypotheti cal sequence that would likely fi t many programs into multi ple phases like 
the initi ati on, development, maturity or stability, and implementati on or disseminati on phase. 

These stages aren’t meant to be a strait-jacket or an infl exible taxonomy. For any given program, the progression may not 
be sequenti al. Like some people, a program may be precocious. It may for instance quickly evolve through the development 
phase and become stabilized or routi nized. Or, a program can revert to an earlier stage, much like the young adult that 
temporarily reverts to juvenile behavior before resuming more mature development. At any phase, we may decide whether 
to conti nue the program or not. Someti mes it is apparent even early in a program’s development that it is not able to be 
implemented well or that it has a fundamental fl aw in its concepti on or structure.

This noti on of a program lifecycle has practi cal implicati ons for evaluati on. How should a program be evaluated at each 
stage of its lifecycle? In organizati ons that are simultaneously running multi ple programs – and most organizati ons do this 
routi nely – what are the advantages of thinking about the collecti on of programs as consti tuti ng a type of portf olio and 
encouraging variati on of programs at diff erent stages of development? What role can evaluators play in helping program 
administrators and organizati ons assess where their programs are in their development and in encouraging them to think 
about when and how they will evolve their programs to their next phase? 

In many of our program contexts, we become committ ed to the program as it currently exists. The program evolves up to 
a point and then we get a type of “lock-in” where we seemingly get stuck in a phase and are unable to move any further. 
Program decisions turn into a struggle between program preservati onists who fear change and the potenti al loss of their 
familiar context, resources, or even their jobs, and program criti cs who push for ever-extending demonstrable results and 
emphasize ever-shrinking funding and resources. 

An evoluti onary perspecti ve on programs and the idea of ontogeny emphasize program change as something to be 
expected and embraced. Instead of the commitment to preserving the program as it is, they encourage the idea that 
programs have a limited life-span, that they should not be assumed to live forever, that it is normal to see them as part 
of an ongoing trial-and-error learning process, and that the abandonment of an older program and the development of 
new ones is part of the normal cycle-of-life. From the beginning of the program, and throughout its evoluti on, the focus is 
on where the program is in its development and how to move it to the next phase. In eff ect the idea of a lifecycle creates 
system pressure to move programs along and not allow them to become stati c.

Phase 1: Evaluati on Planning
Stage 2: Program Model Development

been overhauled and revised considerably and is being piloted in its new form.  Programs in this 
initi ati on phase will almost inevitably go through revisions. 

a) Phase IA programs are in their initi al implementati on(s) either as a newly conceived program 
or as an existi ng program adapted from another context or from basic research. 
b) Phase IB programs have been through initi al trials but are sti ll relati vely new and are sti ll 
going through substanti al changes or revisions to major parts of the program. 

2) Program Phase II: Development 
Programs are considered to be in the development phase when they have been implemented 
successfully and are sti ll undergoing some refi nement, but, compared to those in Phase I, the scope 
and pace of change are much smaller.

a) Phase IIA programs are going through signifi cant changes but some program elements have 
sett led into consistent patt erns.
b) Phase IIB programs are sti ll going through change in some components, but most program 
elements are being implemented consistently. 
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3) Program Phase III: Stability 
Programs are considered to be in the stability phase when they are being implemented consistently.  
Program planners and providers know what can be expected in implementi ng the program; there 
are relati vely few surprises. Parti cipant experiences are relati vely consistent from one session to 
the next. The program has fi nalized its procedures and protocols. 

a) Phase IIIA programs are being implemented consistently and have lesson plans or curricula 
to guide facilitators.
b) Phase IIIB programs have formal writt en procedures or protocols that make it possible for 
new facilitators working in that context to deliver the program consistently.

4) Program Phase IV: Disseminati on 
The disseminati on phase is a period when the program is adapted for wider implementati on while 
sti ll adhering to the essenti als of the program model. Logisti cal issues regarding support of the 
program over a broader range of circumstances are addressed. In short, disseminati on phase 
programs are run at multi ple new locati ons with new and diverse sites, staff  and parti cipants. 

a) Phase IVA programs are being implemented in multi ple sites in diff erent contexts; 
adaptati ons to new contexts have been made in order to maintain the essenti al meaning of 
the program.
b) Phase IVB programs are in wide distributi on, well beyond the initi al context in which it was 
developed and used.

Most programs do not progress all the way through to the disseminati on phase. In many cases, 
experience and evaluati on will show that a program is not sustainable for various reasons. It is 
possible for evaluati on to reveal that a program is not achieving the desired outcomes or that there 
are negati ve consequences. Perhaps the funding stream has dried up, or parti cipati on was too low 
to maintain the program. Many programs will be reti red then revamped in order to try another 
approach, thus facing another cycle of growth and starti ng the process over again. 

Evaluati on Lifecycle Defi niti ons
Evaluati on lifecycle phases are disti nguished according to the kinds of claims one would be 
interested in making, the corresponding evaluati on methodology or design, and the quality of 
measures. Figure 8 (page 23) provides a concise version of these evaluati on phase defi niti ons.

1) Evaluati on Phase I: Process and Response
Evaluati on in this phase emphasizes implementati on and process assessment in order to provide 
rapid feedback that will be used to refi ne the program model, “debug” the program procedures, 
identi fy barriers to high-quality adopti on, and assess parti cipant response to the program. 

a) Phase IA evaluati ons examine program implementati on or process, and parti cipant and 
facilitator sati sfacti on.  These typically use documentati on strategies, and post-only evaluati on 
of reacti ons and sati sfacti on. Evaluati ons may rely more heavily on qualitati ve measures, such 
as open-ended questi ons, but quanti tati ve measures are also used. 
b) Phase IB evaluati ons are also typically process, implementati on or sati sfacti on assessments, 
but they extend the evaluati on scope to examine the extent to which selected outcomes are 
present or absent.  Evaluati ons are post-only, quanti tati ve or qualitati ve outcome measures 
are under development or are being adapted from other uses and their reliability is being 
established.

2) Evaluati on Phase II: Change 
This phase of evaluati on emphasizes the assessment of changes in outcomes (e.g., knowledge, 
skills, atti  tude, behavior, performance) that occur in associati on with the program. The major 
disti ncti on between the two sub-phases is where the change is being measured – within groups or 
within individuals. 

a) Phase IIA evaluati ons typically involve unmatched pretests and postt ests of outcomes 
and assessment of consistency (reliability) and validity of measurement. Change is assessed 
within groups, and may use quanti tati ve or qualitati ve methods. Results tend to be uti lized for 
management and accountability of the program.
b) Phase IIB evaluati ons typically consist of a pretest and postt est of outcomes matched at 
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Acti vity:  Lifecycle Alignment Review

The purpose of this acti vity is to provide a structured framework for assigning lifecycle phases to both a program and its 
evaluati on. This lays the foundati on for a discussion of the program’s alignment. 

First, the working group should review the Program and Evaluati on Lifecycle Defi niti ons and Alignment handout (see 
Workbook Page 23) corresponding to Figure 8.  Based on the discussions and diagrams created in the previous two Acti viti es, 
the working group should review the phase defi niti ons in the handout and decide which program and evaluati on lifecycle 
phases most closely fi t the program in its current form. Record these on the worksheet on Workbook page 31.

With regard to program lifecycle, the group may recognize that some “parts” of their program are undergoing more or less 
change than others. In assigning an overall program lifecycle, this variati on across parts of the program should be taken into 
account.  (The disti ncti ons between Phases IB, IIA, and IIB are specifi cally about this kind of variati on in scale and scope of 
change.) With regard to evaluati on lifecycle, if the components of the current evaluati on fall into diff erent lifecycle phases 
it may be diffi  cult to assign a single evaluati on lifecycle phase to the enti re program.  If possible, base the assignment on an 
identi fi cati on of the primary purpose of the current evaluati on and the methodology that is being used to serve that primary 
purpose. If this is not possible, then make note of the fact that there are multi ple evaluati on phases underway and record 
which aspects of the program are being evaluated in which way.

Once the lifecycle analysis for each the program and the program evaluati on are complete, use the Lifecycles Alignment Chart 
from the Workbook (page 32) to plot the locati on of the program relati ve to the 45-degree line. In practi ce, since lifecycle 
considerati ons are not the only factor infl uencing evaluati on decisions, it is quite common for program and evaluati on 
lifecycles to not be aligned. If this is the case for your program, discuss what other factors are in play for this program, and 
what the consequences of non-alignment are.  (Refer to the discussion of points A, B, and C in Figure 7 , or “Importance of 
Lifcycle Alignment” on pages 25-26 of the Workbook for examples of this kind of alignment review.) Refer back to the Map of 
Stakeholders to identi fy stakeholder-driven reporti ng requirements or guidelines, and explore whether these are appropriate 
for the lifecycle phase of the program.

Phase 1: Evaluati on Planning
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the level of the individual, using quanti tati ve or qualitati ve methods. The matching allows for 
more precise analysis of patt erns of change that may be occurring, and enables explorati on 
of reliability and validity of measures. Because parti cipant identi fi cati on is necessary to match 
pre and post outcomes and results are increasingly used for public accountability, the required 
level of parti cipant protecti on increases.  Human subjects review and protecti on (informed 
consent, anonymity or confi denti ality) is typically undertaken here and increasingly formalized.

3) Evaluati on Phase III: Comparison and Control
The emphasis in this phase is on evaluati ng eff ecti veness – that is, whether the program is 
responsible for causing the observed changes in outcomes. Here, evaluati on involves the use of 
comparison groups or variables and stati sti cal controls for adjusti ng for uncontrolled factors. Phase 
III evaluati on designs typically call for use of more sophisti cated stati sti cal analysis, so programs 
using Phase III evaluati ons may need the assistance of a data analyst or stati sti cian.

a) Phase IIIA evaluati ons use design and stati sti cal controls and comparisons (control groups, 
control variables or stati sti cal controls). 
b) Phase IIIB evaluati ons use controlled experimental or quasi-experimental designs 
(randomized experiment; regression-disconti nuity) for assessing the eff ecti veness of the 
program.

4) Evaluati on Phase IV: Generalizability 
These in-depth and extensive program evaluati ons focus on how well programs dependably display 
consistent outcomes over an increasingly broad range of circumstances. Evaluati ons at this phase 
may include meta-analysis or synthesis across multi ple sites and implementati ons, investi gati on of 
regional/nati onal eff ects, and/or assessing program “generalizability.” Phase IV evaluati on designs 
call for more sophisti cated use of stati sti cal analysis, so programs using Phase IV evaluati ons may 
need the assistance of a data analyst or stati sti cian.

a) Phase IVA evaluati ons are multi -site integrated assessments yielding large data sets over 
multi ple waves of program implementati on. 
b) Phase IVB evaluati ons present a formal assessment across multi ple program implementati ons 
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The Flower and the Bee - Symbiosis and Co-Evoluti on

The ideas of symbiosis and co-evoluti on are criti cally important in evoluti onary biology. 
One of the most familiar examples of this phenomenon is the relati onship of the fl ower 
and the bee. Each provides something to the other. The fl ower provides nectar that is 
produced into honey, and the bee acts as the vehicle for plant sexual reproducti on by 
moving pollen from one fl ower to another. Both benefi t from the exchange. Neither 
parti cipates in this exchange consciously. Flowers didn’t strategize one day that they 
needed bees as a vehicle for reproducti on. And bees didn’t decide that fl owers would 
be good vessels for honey producti on. They co-evolved over millennia in a manner that 
makes them co-dependent. 

There are several ways that symbiosis and co-evoluti on are important for evaluati on. 
First, if all programs evolve through diff erent stages over ti me, then we must recognize 
that the evaluati on approaches we use at each stage need to diff er throughout the life 
of the program. That is, the way we would evaluate a program during its initi ati on stage would not likely be appropriate 
for evaluati ng it during its growth stage, and so on. In eff ect, the evaluati on of a program has its own lifecycle and one 
of the major tasks of systems evaluati on is to encourage the symbioti c or co-evoluti onary relati onship between program 
and evaluati on lifecycles. In the initi ati on phase an evaluati on needs to be dynamic and fl exible, providing rapid feedback 
about implementati on and process. In many program evaluati ons this is accomplished with simple monitoring or post-
only feedback forms, unstructured observati on, qualitati ve methods, informal debriefi ng and feedback, and through 
communicati ons systems. In the development phase of an evaluati on, the focus tends to shift  to the observati on and 
assessment of change and we focus on things like designing observati onal procedures and measures of key outcomes, 
assessing the consistency and construct validity of measures, looking at pre-post diff erences and examining the 
relati onships among diff erent observati ons, qualitati ve or quanti tati ve. The mature phase of an evaluati on tends to 
emphasize the idea of control. At this point the program is routi nized and stable enough to compare performance of 
parti cipants with some standard expectati on of performance or with outcomes of people who parti cipate in alternati ve 
programs or none at all. This is the realm of experimental and quasi-experimental designs and of more structured and 
comparati ve qualitati ve approaches. The translati on or disseminati on phase in evaluati on is typically concerned with 
generalizability or external validity. It examines the consistency of outcomes across diff erent setti  ngs, populati ons or 
program variati ons. This is the realm of secondary and meta-analysis and of program review approaches that seek general 
inferences about the transferability of the program. Encouraging a symbioti c relati onship between the evaluati on approach 
and the program lifecycle is a criti cally important systems evaluati on process.

Second, the ideas of symbiosis and co-evoluti on also have important practi cal implicati ons for the level of support people 
have for evaluati on. In many evaluati on contexts, one hears a series of laments about how unmoti vated people are to 
evaluate or their resistance to doing evaluati on. For instance, the evaluator asks “Why don’t these program people just 
cooperate when I ask them for data?” Program implementers ask “Why don’t these evaluati ons address something 
that would be useful for us?” Program parti cipants want to know “Why do they keep bugging us for data? We don’t get 
anything from this.” In the ideal, we would want the situati on to be a co-evoluti onary one where program parti cipants 
are providing informati on naturally as part of their parti cipati on, where program administrators are getti  ng what they 
want from the provided data, and where evaluati on happens almost transparently as an integrated aspect of program 
implementati on. That is, the ideal is the fl ower and the bee. This is a diffi  cult ideal to achieve in practi ce. It requires that the 
evaluati on systems be engineered in such a way that each stakeholder group’s incenti ve to parti cipate in the evaluati on is 
well understood.

that enable general asserti ons about a program in a wide variety of contexts (e.g., meta-
analysis). 

Lifecycle Applicati on
Figure 7 showed how the phases of these two lifecycles ideally are synchronized. That is, an 
evaluati on should be appropriate for the lifecycle phase of a program. However, it is one thing to 
present these “ideal” phases as synchronized, and it is another thing enti rely to make these phases 
“fi t” what is occurring in a real-world program context.  Your job as the Evaluati on Champion is 
to facilitate the discussions - fi rst regarding the program’s current lifecycle phase, and the current 
evaluati on methods being used - then how best to work toward alignment and conti nue the 
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developmental progression of the program. (See Acti vity - Lifecycle Alignment Review on page 
25). Alignment of program and evaluati on lifecycles will not necessarily occur in just one cycle of 
evaluati on (parti cularly if there is initi ally a large discrepancy between the program and evaluati on 
lifecycles). Decisions about how quickly to work toward alignment will have to be weighed against 
the feasibility of diff erent approaches as well as external pressures (i.e., funder mandates). 

2.05 Logic Model 
The goal of this step is to help the working group generate an initi al logic model that captures 
the program assumpti ons, context, inputs, acti viti es, outputs, and short-, medium-, and long-term 
outcomes. Use the Workbook document Getti  ng Started with your Logic Model, as well as the 
Blank Logic Model Template(Workbook pages 35-37, 41) for this step. The following secti on is a 
descripti on of the components of the logic model. An example is shown in Figure 9. In additi on to 
the worksheets menti oned above, the programs we have worked with have also found it helpful 
to be aware of the key aspects of a good logic model, and therefore we created the Logic Model 
Template and Guidance and  the Logic Model Feedback Form (see Workbook pages 39, 43-45) to 
explain what should be in each secti on of the model.

Inputs
Inputs should include a brief, clear, informati ve, and complete list of key resources such as staff , 
curriculum, teaching materials, outside partners and faciliti es.  Oft en staff  inputs are described 
in fracti onal “Full Time Equivalent” (FTE) increments. The inputs should give the reader an “at 
a glance” idea of the program’s size and scale. The list does not need to be lengthy but should 
describe succinctly the resources needed to implement the program. 

Acti viti es
The acti viti es list should be complete and understandable, as it is the basis for the remainder 
of the Logic Model. Based on the boundary discussion, staff  should be able to determine what 
gets included as an acti vity. Acti viti es should be well defi ned so that someone unfamiliar with the 
program can understand the acti vity ti tles.  For example, instead of naming an acti vity “Green 
Garden” you could use a more descripti ve (yet short and succinct) ti tle such as “Green Garden 
Weekend Workshop” or “Green Garden 1-Day Conference” so that the reader gets a bett er idea 
about what is happening. The acti vity ti tles should be writt en so that they can be understood by a 
general non-specialist reader.

It is someti mes diffi  cult to decide how narrowly or broadly to defi ne an acti vity.  For example: 
for a program consisti ng of multi ple workshops, should the acti vity list include each workshop 
separately, or should they be bundled together into a single acti vity referring to the combined 
workshop series?  The choice will depend on the nature of the program and on the kind of detail in 
the rest of the program model.  If the individual workshops are expected to have disti nct outcomes 
(one focuses on basic knowledge, one on how to use equipment safely, etc.) and if the resulti ng 
short-term outcomes are important to disti nguish, then it may be useful to list the individual 
workshops as separate acti viti es.  However if you are working at a higher level of generality, and 
parti cularly if the workshops are really interwoven, then it might work bett er to have the workshop 
series as a single acti vity, with more comprehensive, broader outcomes.

The acti viti es list should only include acti viti es that reach people who parti cipate or who are 
targeted and should be consistent with the program as it is described in the program descripti on.  
It should typically NOT include administrati ve, marketi ng or other acti viti es carried out by program 
staff . (Recruitment, follow-up and a host of other administrati ve acti viti es generally do NOT belong 
in a logic model. However, there are excepti ons.  For example, it would be legiti mate to have 
“recruitment” in a logic model if an important outcome was to increase program diversity, and the 
program was working to diversify the organizati on’s volunteer pool.) 

Outputs
Outputs are the by-products of acti viti es. These could include certi fi cates of att endance or 
completi on and objects that were created as part of the program (such as products generated by 
parti cipants in acti viti es). If something is created by a parti cipant it should be listed in the outputs 

Although modeling may 
all be done on paper, 
many programs begin 
their logic modeling on 
paper, and later move 
to entering the logic 
model into the Netway 
(in the secti on ti tled 
“Logic Model”), which 
makes editi ng and 
printi ng easier. 
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The Survival of Programs with “Fitness” - Evoluti on and Evaluati on

The theory of evoluti on is one of the most important achievements in the history of science. Darwin’s Origin of Species 
and his arti culati on of 
the theory of natural 
selecti on forms the 
foundati on of virtually 
all of the life sciences 
and conti nues to have 
profound eff ects in 
the social sciences, arts, humaniti es and, as we all know, in the politi cal and religious realms. The theory of evoluti on is 
essenti ally a systems theory in that it describes how diff erent systems interact and develop over ti me. This systems theory 
has a profound eff ect on how we think about evaluati on. To give you an idea of how diff erent an evoluti onary systems 
evaluati on might be, consider how the basic idea of evoluti on sounds when framed in terms of programs and evaluati on:

Every program can be viewed as an organism in a populati on of similar programs that consti tutes its species. Program 
theories, whether stated explicitly or not, make up the essenti al instructi ons of the program. Programs have variati ons 
within each species of program. Programs have unique characteristi cs: the people who implement them, the acti viti es 
that consti tute them, the setti  ng and assumpti ons that guide them, the parti cipants who take part in them.  This program 
variati on is essenti al for their evoluti on.

Program variati ons are implemented, have consequences, and are selected for in subsequent program generati ons. Some 
programs and their characteristi cs and theories survive over ti me; most become exti nct. Programs and program theories 
get selected and survive because of the fi tness of their characteristi cs to a specifi c environmental or ecological niche. 
While most of us probably hope or believe that programs are selected for using rati onal criteria to yield specifi c desirable 
characteristi cs or outcomes, in many situati ons they probably survive because people like them, get used to them, or 
because there are insti tuti onal, politi cal and economic forces that favor their survival.

Over ti me, programs and their theories evolve. This evoluti on is based on the same principle of natural selecti on that 
underlies all evoluti on in life. The process of consciously developing and evolving programs is a type of arti fi cial selecti on, 
a special subtype of natural selecti on. Arti fi cial selecti on is to natural selecti on as plant or animal breeding is to natural 
reproducti on. Evaluati on can play a key role in that arti fi cial selecti on, both in encouraging and enhancing variability and 
in providing feedback and infl uencing selecti on. As in evoluti on generally, it’s not clear where program evoluti on is heading 
or whether any adaptati on can be said to consti tute ‘progress.’ Slight program variati ons and adaptati ons can survive that 
subsequently make litt le apparent sense. Program features may exist today that were adapti ve in the past but remain 
largely as residuals, long beyond their original adapti ve genesis.
 
Just as with other organisms in nature, in additi on to their parti cipati on in a broader species, each program has its own 
individual life (ontogeny), a unique life course that moves through various phases. Programs are born or initi ated. They 
grow and change as they are implemented and revised. They mature and may reach a relati vely stable state someti mes 
becoming routi nized and standardized. And, they regenerate, die, are translated and disseminated, and so on, starti ng new 
cycles of program instances. 

This is simply a restatement in terms of programs and program theory of the theory of evoluti on generally.  It incorporates 
the ideas from evoluti on of the life-course of the individual organism (the ontogeny) and the tree-like descent of multi ple 
generati ons of organisms from ancestors (phylogeny). Like the theory of evoluti on it is simple in concepti on and readily 
communicated. And, like that theory it has behind it a world of complexity and implicati ons which have implicati ons for 
evaluati on practi ce.
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Figure 9
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secti on. If something is an eff ect on a parti cipant, then it should be listed in the outcomes secti on. 
The outputs should be clearly described and included for acti viti es that are likely to generate 
outputs. 
 
Outcomes
The diff erence between short-term, medium-term, and long-term outcomes is a matt er of 
relati onship to each other, not just the passage of calendar ti me. Short-term outcomes are the 
earliest outcomes directly linked to the acti viti es, medium-term outcomes stem from the short-
term outcomes and connect to the long-term outcomes, and long-term outcomes are generally the 
furthest out from the acti viti es. 

Outcomes should not be limited to things that can be “measured”.  The goal in the logic model 
is to portray a full picture of the program and what it is expected to lead to, even if some of 
the outcomes are impossible to measure and even if some (long-term outcomes especially) are 
expected to emerge long past the ti me of any evaluati ons that may be done.

In general, the descripti ons of outcomes should be clear, informati ve, and appropriately refl ect the 
program descripti on. They should be writt en in a general way (i.e., not context specifi c) and should 
be phrased as eff ects on, or changes in, parti cipants and/or their communiti es or society. 

 Short-term Outcomes
Short-term outcomes should describe results and eff ects on parti cipants that are logically connected 
to acti viti es.  These outcomes could include things like changes in awareness, knowledge, atti  tudes, 
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skills, opinions, aspirati ons, and moti vati ons. Place outcomes in the short-term column if the “fi rst 
glimmer” of their appearance occurs early on. For instance, the skills of parti cipants may conti nue 
to expand over ti me, but they should be listed as an outcome during the ti me frame when generally 
those skills manifest for the fi rst ti me. Remember that someti mes there is a chain reacti on of short-
term outcomes, and that even if one outcome generally arrives before another outcome, they can 
sti ll both be listed in the short-term column. For instance, a student might learn a skill that leads 
to an increase in their self-esteem. Even though one came before the other, they may both be 
considered short-term outcomes.

 Medium-term Outcomes
Medium-term outcomes should describe eff ects on parti cipants that logically connect short-term 
outcomes with long-term outcomes. They tend to be follow-on eff ects on parti cipants in the form 
of deeper or more sustained changes in short-term outcomes, and/or the spread of those eff ects 
from individual parti cipants to their families or larger groups. Medium-term outcomes could 
include new behaviors or changes in behavior, practi ce, decision-making, policies, social acti on, 
awareness, knowledge, atti  tudes, skills, opinions, aspirati ons, and moti vati ons. 

 Long-term Outcomes
Long-term outcomes describe the ulti mate eff ects logically connected to medium-term outcomes.  
These are generally writt en as occurring beyond the individual or personal level and are likely 
to include things like social, economic, civic, or environmental eff ects. The subject of long-term 
outcomes is generally “the community” or even broader terms such as “a reducti on in HIV/AIDS 
infecti on”.
 
Assumpti ons and Context
The assumpti ons and context secti ons of logic models are someti mes overlooked, but in fact they 
provide informati on that is essenti al for understanding how and why a program works the way the 
rest of the logic model suggests that it does. The Workbook provides worksheets to assist the team 
in working through these items (Workbook pages 41-54), the “Uncovering Buried Assumpti ons” 
and the Describing Program Context in parti cular.

 Assumpti ons
Assumpti ons are the beliefs and thought patt erns about how and why a program is expected 
to succeed.  In order to help identi fy assumpti ons, ask staff  what things might occur that would 
prevent the program from achieving its long-term outcomes. Assumpti ons may include the idea 
that the program will be funded through the next funding cycle, or that the program will have 
access to space and other resources that may be provided by partners or funders upon whom they 
rely, or that the training methodology is appropriate for the intended audience, and so on. 

 Context
Context is the environment (including the social, cultural and physical context) in which a program 
will take place.  For example, context could be within an aft erschool program, at a farmer’s market, 
or within the Spanish-speaking community. Context also includes factors that aff ect the need for 
the program, or the community history that might make the program parti cularly relevant. (HINT 
for both assumpti ons and context: If these details have been menti oned in the program descripti on 
they do not need to be repeated at length here, but should sti ll be menti oned. Both of these 
secti ons should be brief.)

2.06 Pathway Model
A Pathway Model is a visual program model closely related to the columnar logic model.  A pathway 
model overlaps with a logic model in that it is based on the acti viti es and outcomes that are in the 
logic model (See Relati onship between Logic and Pathway Models, Workbook page 67).  Unlike the 
logic model, it does not include the details of inputs, assumpti ons, or context.  However, it adds 
a signifi cant element by incorporati ng the logical connecti ons that lead from an acti vity to one or 
more short-term outcomes, and from there to medium-term outcomes, and ulti mately to long-
term outcomes.  It tells the story of how the program works, in a way that can’t be captured in the 
columnal logic model.  Together, the logic model and pathway model present a very informati ve, 
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Figure 10

Sample Path 

from activity to 

outcome

concise picture of the program and how it is believed to work.

The pathway model can be developed using the logic model as a basis for arti culati ng clear and 
direct linkages between program acti viti es and outcomes. If it has not been done already, discussion 
should help program staff  begin to identi fy key pathways or “through-lines” that connect the 
acti viti es to outputs and outcomes in their logic model. One way to think of this is to explain:

[ACTIVITY “A”] leads to [SHORT-TERM OUTCOME “X”], 
which leads to [MEDIUM-TERM OUTCOME “Y”], 
which leads to [LONG-TERM OUTCOME “Z”].

For example, using the sample logic model in Figure 10, program staff  may believe that the acti vity 
“Classroom session on module, facilitated by expert volunteers” leads to the short-term outcome 
“Youth parti cipants learn new science content related to module objecti ves”, the learning leads to 
the medium-term outcome “Increase youth excitement about science and engineering”, and that 
leads to the long-term outcome “Increase pool of individuals choosing science and engineering 
careers.”  

A single pathway may look something like that in Figure 11 and a more complete pathway model 
like that in Figure 12.

The working group should conti nue to create these pathway links unti l “how the program works” 
has been described to their sati sfacti on. The pathway model is diff erent from a logic model in that 
it shows how the components of the logic model are connected. 

Figure 11

Pathway from 

activity to 

outcome
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The items in the completed pathway model should be consistent with the logic model. The 
connecti ons between acti viti es, short-, medium-, and long-term outcomes should be relevant, 
appropriate and logical. In general, short-term outcomes should rarely be connected directly to 
long-term outcomes. It is also important to check and make sure that there are not any “orphaned” 
items. This refers to acti viti es that are not connected to any outcomes or outcomes that are not 

Figure 12. 

pROGRAM pathway 

model

Acti vity:  Logic and Pathway Model Peer Review

Before fi nalizing the program models we encourage program staff  to get reviews from others. Because program staff  is 
typically characterizing their programs from an internal perspecti ve, they may omit elements that they take for granted 
or know implicitly (it is easy to fi ll in pieces which may be missing from the model with logic inside one’s own head). Peers 
typically have the benefi t of being external to the program and can therefore bett er judge the ability of the model to 
communicate a clear picture of the program’s logic. Peer reviews also benefi t the reviewer. As reviewers begin to identi fy 
weaknesses in a peer’s model, they may become bett er able to identi fy similar problems in their own model. This type of 
feedback can be especially valuable to the logic and pathway model development process when programs reviewing each 
other either share similar missions or are from the same organizati on. 

For program staff  who do have the opportunity for in-person feedback, this acti vity is designed to be used with poster-
sized pathway models displayed on the wall (using either poster paper with index cards listi ng each logic model elements 
taped in place, and then drawing connecti ng lines, or a large-format printout 42-inch poster of a digitally imaged pathway 
model). Each program’s descripti on should also be displayed next to the model. Reviewers use a structured guide (see 
“Review Guide for Pathway Models” on page 69 of the Workbook) and a set of sti ckers pre-printed with specifi c images (a 
leaping frog, a fence, a cloud, etc.) to identi fy common pitf alls of model development. Peer reviewers are also encouraged 
to write open-ended comments as necessary, and discuss all of their feedback with the recipient at the end of the acti vity. 
(We frequently use the same poster for this acti vity and the next one. The trick is to put a mark in the two top corners of 
the poster, cover the poster with a sheet of clear overlay, and use a permanent marker to make the same corner marks on 
the overlay. Parti cipants can take the posters and the feedback home and quickly re-align them.)

For program staff  who do not have the opportunity for in-person feedback, they may elect to partner with another 
program team and provide feedback to each other by using the “Feedback Summary for Logic & Pathway Models” 
(Workbook pages 43-46). As the Evaluati on Champion you should encourage programs to partner up to do a review. There 
is a lot to be learned from reviewing another program’s model, as well as getti  ng outsider input on one’s own model. At 
the minimum, as Evaluati on Champion you should take some ti me to provide feedback to each program team you are 
working with. 
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connected to any acti viti es. 

It is also important to review the pathways or explanatory “through-lines” that connect specifi c 
acti viti es and outcomes. Make sure that the pathways clearly communicate the “story” or “program 
logic” and do not dead-end at short- or medium-term outcomes.

In general, the pathway model should effi  ciently communicate the program logic and should be 
easily readable (e.g., the number of connecti ons should not be excessive).

Look at the completed pathway model and ask:
• Are there any acti viti es that are not connected to any outcomes? 

If yes, why may these gaps exist? Was something simply left  out of the model? Or, is 
there a program acti vity that does not really address the program goals? In the case of 
orphaned acti viti es, ask whether the acti vity is serving an intended purpose or whether, 
for example, the acti vity is included because it has always been done.

• Are there any outcomes that are not connected to any acti viti es? 
If yes, why may these gaps exist? Was something simply left  out of the model? Or, is the 
program expected to lead to a parti cular outcome that is not supported by your current 
acti viti es? In the case of orphaned outcomes, ask whether there are adequate acti viti es 
to address the outcome.

• Are there any pathways that dead-end at short- or medium-term outcomes?

If you fi nd that any of these situati ons arise, it is important to revisit the program boundary 
discussion and the logic model. We use the Review Guide for Pathway Models (Workbook page 69) 
to help structure an analysis of the Pathway Model, as well as the Pathway Model Feedback Form 
on Workbook page 46.

Phase 1: Evaluati on Planning
Stage 2 Program Model Development

2.07 Determining Evaluati on Scope 
Typically evaluati on changes over ti me as a program evolves. In any given evaluati on cycle 
(e.g., annual evaluati on) we usually don’t try to assess every acti vity and outcome on a logic or 
pathway model, we make choices about what is most important, relevant and feasible. That is, we 
determine what the “scope” of the evaluati on will be at this point, which elements of the program 
we will focus on. In most cases, the scope of earlier lifecycle phase evaluati ons focuses on assessing 
program acti viti es (e.g., implementati on and process), outputs and perhaps a few key short-term 
outcomes. Over ti me the scope tends to move to the right on a pathway model, encompassing 
later short- and medium-term outcomes. 

This step in the Protocol represents a change in focus. The Evaluati on Champion and the working 
group will now move from thinking purely about the program, its boundaries, logic and stakeholders 
move toward thinking about evaluati on. This shift  should be acknowledged, and the group may 
want to discuss any learning and other benefi ts that have come out of their work so far. 

Discuss Feasibility, Credibility, Accuracy and Usefulness 
One of the Evaluati on Champion’s responsibiliti es is to help the working group identi fy parts on the 
models where focused evaluati on eff orts will be most valuable for them. There are many points to 
consider and discuss during this step. In order to help guide this decision-making process, we have 
developed a goal statement which may serve as a touchstone for evaluati on planners as they move 
through the rest of the steps of the Protocol:

The goal of evaluati on is to obtain accurate, useful insights about the answers to evaluati on 
questi ons in a manner that is feasible, is credible to relevant stakeholders, makes strategic 
use of limited ti me and resources, and contributes to our general knowledge, to future 
evaluati ons and to program evoluti on.

Evaluati on ti me and resources are limited so it is essenti al to direct the evaluati on eff orts toward 
generati ng informati on about the program that is useful and credible to both internal and external 
stakeholders. Therefore, it is important to be strategic by recognizing what is feasible in the coming 

 Evaluati on Goal:

To obtain accurate, 
useful insights about 
the answers to 
evaluati on questi ons 
in a manner that is 
feasible, is credible to 
relevant stakeholders, 
makes strategic 
use of limited ti me 
and resources, and 
contributes to our 
general knowledge, to 
future evaluati ons and 
to program evoluti on.
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And so on, and so on… - Causal Pathways

The idea of cause and eff ect is central to systems thinking. The fi eld of System 
Dynamics, for instance, develops cause-eff ect models or “causal” chains and 
uses them to think about the way causes produce eff ects throughout the 
system and the diff erent types of feedback loops that result and can oft en lead 
to unanti cipated outcomes. In eff ect, you are describing the chain of thinking in 
a system: “X leads to Y which leads to Z, and so on, and so on…”

The noti on of causality is criti cally important in systems evaluati on. It is 
central to theory of change approaches to evaluati on, to path analysis, to 
theory-driven approaches, and to much more. In program logic models there 
is a general idea of causality – acti viti es are expected to produce outputs and to lead to short-, medium-, and long-term 
outcomes and ulti mately impacts. However, one problem with traditi onal logic models is that they are “columnar” in 
nature. The enti re set of program acti viti es, or outputs for each phase of outcomes are typically treated as a whole. That is, 
in traditi onal logic modeling while we expect that program acti viti es produce outcomes, we usually do not specify which 
acti viti es are expected to produce which outcomes. In other words, traditi onal logic models do not spell out the specifi c 
cause-eff ect relati onships that are expected.

Because systems thinking suggests that disti nguishing diff erent cause-eff ect chains can be important, we prefer program 
logic models that describe the specifi c causal pathways involved in programs. For example, typical programs usually involve 
multi ple acti viti es, outputs and outcomes. In a pathway approach, you would specify each connecti on that you think might 
be relevant. You might specify that acti vity A aff ects short-term outcomes A and C, which in turn aff ect medium-term 
outcomes E and F, and long-term outcomes A and D. You might also expect that there will be feedback loops in your model. 
For instance, changing the results of a short-term outcome could trigger a change in another short-term outcome that then 
reverberates in or feeds back to the fi rst outcome. 

This kind of causal pathway model is useful in telling the story of the program and is essenti al in developing a high-quality 
evaluati on of it. A program model is likely to have many pathways from acti viti es to outcomes. Drawing pictures of the 
pathway model enables you to understand bett er how you think your program should operate. It is especially useful to trace 
the “through-lines” of your program, the major causal paths through the model of your program. The through-line points 
out program acti viti es that may not lead to any outcomes and helps you to identi fy key outcomes that should be measured. 

evaluati on cycle.  Feasibility discussions should take account of program acti vity, ti me constraints, 
funding constraints, and/or reporti ng constraints. Use cauti on not to select too large a scope. 

Accuracy refers to reliability and validity of a given evaluati on strategy and set of tools. Program 
staff  should choose an evaluati on strategy that will provide the best accuracy (which will lead to 
credibility and usefulness) within their contextual feasibility restraints.

As the group works through the secti ons of the evaluati on plan, the building blocks established in 
the program modeling phase of the Protocol – stakeholder analysis, lifecycle analysis, program logic 
and pathway models – will come together to help establish strategies and prioriti es for achieving 
the evaluati on goal in the coming evaluati on cycle.

Examine the Logic and Pathway Models
The pathway model and logic model are the primary tools you will use to assess and decide upon 
the scope of evaluati on for a parti cular evaluati on cycle. The program models represent a broad 
overview of everything that is done and assumed in a program and all of the expectati ons for the 
program’s eff ect. It can help program staff  to think of the pathway model and logic model as a 
blueprint for their program over the next “X” number of years. Keep in mind that it may not be 
possible to address every aspect of this model in the next year, or maybe even in the next fi ve 
years. The “Evaluati on Scope” encompasses the components of the program that will be focused 
on in the upcoming evaluati on cycle.  To guide your thoughts on the following concepts, consider 
using our Mining the Model Worksheet, in the Workbook, page 71) .

The Netway makes 
Pathway Modeling 
simple. Just click and 
drag logic model 
elements onto each 
other to connect them.  
Built-in tutorials will 
help you learn how 
to easily edit your 
pathway model (also 
see Workbook pages 
63-65.)

In fact, the original 
purpose of the Netway 
was to do pathway 
models, and the term 
“Netway” comes 
from the concept of 
“Networked Pathways.”
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Figure 13. 
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Revisit Stakeholders 
An evaluati on scope discussion should include a re-examinati on of the Map of Stakeholders. 
Are there any outcomes or pathways that multi ple stakeholders are interested in? Are there any 
outcomes or pathways that none of the stakeholders have an interest in? Do certain stakeholders 
get precedence over others? Once again, visual clues are helpful. Transfer the pathway model 
onto paper or a drawing board. Create a numbered list of the key stakeholders and place each 
stakeholder’s number onto the pathway model next to the outcomes and pathways that that 
stakeholder would be most interested in (see Figure 13). 

Revisit Lifecycle
This is an opportune ti me to reconsider the lifecycle of the program. There may be a desire to 
focus on a medium-term outcome but if the program is sti ll in its initi ati on phase it might be more 
appropriate to focus on demonstrati ng eff ects on short-term outcomes fi rst.

Finding the Key Pathway Markers
In any pathway model there are some paths that are more important than others, and some 
outcomes that are more central to the model. The following questi ons can help guide thinking 
about which pathways to focus on in the current evaluati on cycle. 

Required: Is there a parti cular acti vity, outcome, pathway (or set of pathways) on which the 
program is required to report? If so, then evaluati on should defi nitely include this in its scope.

Easiest: The primary (or most obvious) pathway may be the best focus for the evaluati on. Is the 
program already collecti ng informati on that addresses some aspect of the model? Is there an 
“easy” or obvious point on which an evaluati on could focus? We refer to this as the “low-hanging 

Acti vity: Mining the Model – Part 1

As in the Pathway Model Peer Review, this Mining the Model acti vity also uses sti ckers and a worksheet (See the “Mining the 
Model Worksheet” in the Workbook, Page 71-72.)

Starti ng with a clean model (preferably updated aft er feedback from the previous Logic and Pathway Model Peer Review 
Acti vity (page 32), and working on their own poster this ti me, parti cipants will be able to narrow the focus of the evaluati on 
and develop evaluati on prioriti es. The pre-printed sti ckers may use stars (main acti viti es and outcomes), keys (key links and 
pathways), and lett er sti ckers (where each lett er represents a stakeholder priority) or they can draw stars and use highlighters. 
Complete other acti viti es on the worksheet - including comments for lifecycle considerati ons. 
        
Once placed, these marks will provide visual cues that indicate the prioriti es of the current evaluati on, and will guide 
formati on of the Evaluati on Purpose Statement. Someti mes the visual cues support the parti cipants’ previous thinking about 
what is most important, someti mes they yield surprises.
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Figure 14. 

Evaluation Scope

fruit.” 

Hub (Grand Central): Like Grand Central Stati on in New York City, on your model there may be a 
“central point” through which many of the pathways pass. By evaluati ng this outcome, the program 
may potenti ally be able to address many aspects of its model simultaneously.

Once again, visual cues are helpful for many people. On the pathway model circle hubs, highlight 
key pathways, and so forth. (See Mining the Model - Part 1 Acti vity on page 35 of this Guide.)

Determine the Scope for this Evaluati on Cycle
Once the key markers have been identi fi ed and stakeholders have been placed on the pathway it 
is ti me to determine the scope for the evaluati on. What we mean by scope is essenti ally how far 
into the pathway model (from left  to right) the group intends to evaluate over a certain period of 
ti me (this evaluati on cycle). For instance, if someone is determining the scope for an evaluati on 
for the upcoming year, and they have determined the key markers as described above, they will 
want to set the scope for the evaluati on to include as many of the key markers as can reasonably 
be accommodated within the year. It is useful to show the scope of an evaluati on graphically. You 
can do this by drawing a line that encloses the pathways that will be included in your evaluati on 
within it as shown in Figure 14. 

Keep in mind that the evaluati on scope will generally change from year to year and will generally 
move from a focus on acti viti es, outputs and short-term outcomes in earlier evaluati ons to one 
that includes medium- or long-term outcomes later on. 

2.08 Program-System Links
No program is an island. That is, it is a rare program that is so unique that it cannot learn or benefi t 
from knowing how others view the program and have addressed similar challenges in the past.

At some point each program should examine what others are doing that might be related to or 
inform the program and its evaluati on, and integrate this informati on into the program’s pathways. 
This step involves turning the working group’s att enti on to other programs and to the research 
literature. These sources may suggest measures that could be used for the current evaluati on or 
provide evidence that could help support the logic conveyed by the links in the pathway model.
 
Ask the working group if there are other programs like this one. These may be in the same 
organizati on or in another local organizati on, or may be physically distant. Are there other programs 
with similar or shared outcomes, even if the program acti viti es are very diff erent? What evaluati on 
tools are used for comparable programs, and are they available for this program to use? What 
research supports the logic represented in the pathway model? Are there measures in the research 
literature that may be useful for this evaluati on? To fi nd similar programs, draw upon professional 
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Acti vity:  Mining the Model – Part 2 - Linking Evidence to Practi ce

As part of thinking about program-system links, parti cipants may fi nd it useful to return to their model for an additi onal 
“mining the model” acti vity to help them visualize exactly where on the model these links may exist. As in the previous two 
acti viti es, this acti vity may use sti ckers. We usually have them place the sti ckers on the same poster/overlay sheet as in 
Mining the Model - Part 1.
     System symbol sti ckers (e.g., a microscope for STEM educati on) = system priority/interest
     Coat hanger sti ckers = there is prior research to support or “hang on” that link
     Measure sti ckers (e.g., an image of a checklist) = there is a measure that can be used for that outcome/acti vity

Once all of the key areas of the pathway model have been identi fi ed using the sti ckers in both Mining the Model Acti viti es, 
the parti cipants should be able to use this version of their model to help (re)defi ne the scope for the current evaluati on cycle 
based upon their prioriti es, interests and available resources.

Figure 15. 

lITERATURE  

MAPPING (Golden 

Spike)

connecti ons as well as links or resources that may be available from the larger systems that this 
program is part of – nati onal organizati ons, professional associati ons, and so on.

Don’t rely only on similar programs. The working group should search the scienti fi c literature 
for current research that is being conducted in their general program area. This can be a ti me-
consuming task, but it is also an important one. Having an understanding of the evidence that 
already exists can help the program to focus its evaluati on eff orts and to identi fy well-researched 
and widely used measures to use. Depending on the program’s resources and capacity, as well as 
the interests of its stakeholders, organizati ons may choose to devote more or less ti me to this step.

For example, consider a course that teaches youth how to reason scienti fi cally. Suppose that a 
short-term outcome for this course is that youth will be able to reason scienti fi cally about everyday 
problems. An example of evidence for this causal relati onship could be a research arti cle that shows 
that courses in scienti fi c reasoning methods that uti lize relevant everyday topics may enhance the 
transfer of scienti fi c reasoning to other problems/situati ons (e.g. Williams, et al., (2004). Thinking 
Like A Scienti st About Real-World Problems: The Cornell Insti tute for Research on Children Science 
Educati on Program. Journal of Applied Developmental Psychology, 25:1, 107-126).

Once the working group has surveyed resources from other programs and the literature, it is useful 
to visually depict this on the pathway model (see Figure 15). Relevant literature (evidence) that 
relates to the causal relati ons can be “mapped” onto the pathway model (we call this evidence 
mapping, and it is summarized in our published arti cle: Urban, J. B., & Trochim, W. (2009). The 
Role of Evaluati on in Research-Practi ce Integrati on: Working Toward the ‘‘Golden Spike’’. American 
Journal of Evaluati on, 30(4), 538-553. For a short summary see Workbook page 73 for The Golden 
Spike - Linking Evidence to Practi ce. Similarly, relevant measures that relate to specifi c outcomes can 
also be “mapped” onto the pathway model (we call this measurement mapping). See the Acti vity: 
Mining the Model - Part 2 (below) for an example of how to conduct the mapping exercise. Results 
from the evidence mapping and measurement mapping may lead the working group to want to 
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Acti vity:  Stakeholder 
Interview

This is a “homework” 
acti vity. In order to 
encourage parti cipants 
to delve deeper into 
understanding stakeholder 
perspecti ves, this acti vity 
asks each parti cipant to 
interview 2-4 diff erent 
key stakeholders about 
the program, its model, 
and future evaluati on 
work. Drawing from their 
stakeholder list or map, 
they need to identi fy key 
stakeholder whom they 
would be interested in 
interviewing, and then 
agree on a plan for how 
to capture stakeholder 
comments and input. A 
workgroup member should 
contact each potenti al 
parti cipati ng stakeholder, 
provide an explanati on 
of this acti vity, and state 
that the stakeholder input 
would be appreciated. 
If you plan to record the 
interview the stakeholder 
should be informed of this, 
and if agreeable establish 
a ti me and date for the 
interview. The working 
group should then create 
a list of questi ons for the 
interview based on the 
list provided in Workbook 
pages 9-10). Sharing your 
program descripti on, logic 
model and pathway model 
during the interview can 
provide a helpful starti ng 
point for the interview, 
but you may wish to ask 
some questi ons about their 
percepti ons of the program 
before sharing these with 
them. 

revise the scope of the current evaluati on; parti cularly if there is pressure to report on longer-
term outcomes. For example, if the working group is able to identi fy strong research evidence 
that already links one of their medium-term outcomes (e.g., “increase student excitement about 
science and engineering topics”) to one of their long-term outcomes (e.g., “increase the number 
of individuals who choose science and engineering careers”), they may decide to focus the current 
evaluati on on demonstrati ng that program acti viti es lead to that medium-term outcome. If the 
evaluati on can provide evidence that program parti cipati on increases student excitement about 
science, they can then logically argue (based on the appropriate research evidence) that the long-
term outcome should follow.  

The working group should keep in mind that they may not be able to fi nd evidence or measures for 
all of the relati ons or elements that have been arti culated in their pathway model.

2.09 Refl ecti on and Synthesis
The purpose of this step is to take stock of where the working group is in their thinking about the 
program and its evaluati on, to review and revise the work done so far, and, if possible, to interview 
stakeholders so that their opinions can also be integrated. 

It would be a rare program indeed that goes through the steps in the Protocol in sequenti al order 
one ti me and gets it “right” or to a level with which they are sati sfi ed. If this process is working 
correctly, when they get to this synthesis step the working group should immediately see things 
from earlier steps that they want to go back and revise or rework. In additi on, when possible, 
interviewing stakeholders can shed new light on the program and can inform revisions to the 
established program boundaries and model (you may wish to revisit Stakeholder Interview Guide, 
Workbook pages 9-10). However, this process is not always feasible. Therefore, it is important that 
the working group conti nue to keep stakeholder opinions in mind throughout the revision process.

The synthesis step actually occurs throughout the enti re planning process, but we place the step 
here so that you deliberately stop at this point to assess the enti re program modeling picture. 
Another way to think of this synthesis step is to contrast a step-by-step process with a more 
dynamic and adapti ve one. If you look at the steps in the planning stage of the Protocol you might 
get the impression that the way to do evaluati on planning is to take each step in order and then 
be done. In fact, what we want to encourage is a more dynamic approach to planning that cycles 
through these steps several ti mes – and not even necessarily in the same order – unti l the working 
group is sati sfi ed that they have developed a high-quality model and evaluati on scope appropriate 
for their purposes.

When does this process end? In one sense it never does. In another sense, we have to be practi cal 
and recognize that the goal is to get the best model for our purposes within the ti me that we have 
available. So, ideally the working group will decide to end the process at some point that makes 
sense for their work – and recognize that this is a process they should revisit from ti me to ti me. 

When the working group has sett led on a program model that they will use going forward in this 
process, they may choose to do a more formal review of their own, using the structured feedback 
document (Logic Model and Pathway Model Feedback Form, Workbook pages 43-46). Structured 
feedback can help to provide an “outside” perspecti ve on the program logic and pathway models. 

One of the key products of this synthesis step is a revised program descripti on that refl ects new 
thinking about program boundaries, stakeholders and outcomes. The thinking done at this step in 
the Protocol will also contribute to a concise evaluati on purpose statement, which is the second 
step in the evaluati on planning phase. 
  
At this point the working group will have the compiled set of materials that refl ect the work done 
in this stage of the protocol, including the stakeholder map, mission and descripti on, program 
logic model, pathway model, boundary analysis, lifecycle analysis from the perspecti ves of key 
stakeholders, evaluati on scope and system links.
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Stage 3: Evaluati on Plan Creati on 
Introducti on

Now that the program models have been refi ned, the working group can move from talking about 
the program to talking about evaluati on. This stage of the Protocol involves several steps that build 
on the prior stage to aid in the creati on of an evaluati on plan that will guide the implementati on 
of the evaluati on. This stage includes: Introducti on to Evaluati on Plans, Development of an 
Evaluati on Purpose Statement, Development of Evaluati on Questi ons, Development of Measures 
and Measurement Strategies, Development of a Sampling Plan, Identi fi cati on or Selecti on of an 
Evaluati on Design, Development of an Analysis Plan, Development of an Evaluati on Reporti ng 
Plan, Development of Evaluati on Schedule and Implementati on Plan, and the Finalizati on of the 
Evaluati on Plan.

One of the key aspects of systems evaluati on planning that disti nguishes it from traditi onal 
evaluati on planning is the concept of the program lifecycle as described earlier. When you are 
developing your evaluati on plan, it is crucial to consider the lifecycle phase of your program. That 
is, the evaluati on questi ons, sampling approach, measurement choices, design, analysis, reporti ng 
and use will be diff erent for programs at diff erent phases of development. In the secti ons below we 
will emphasize this concept and how it is used in developing your evaluati on plan.

3.01 Evaluati on Plan Overview
The goal of this step is to present and discuss the purpose and components of an evaluati on plan.  
The working group should understand the work that is entailed, and the importance both internally 
and externally of having a fully arti culated and writt en plan. 

A writt en evaluati on plan captures important program and evaluati on informati on and guides the 
implementati on of the evaluati on. A writt en plan can be especially important if there is new staff  
that will be doing some of the work. In additi on, having a writt en evaluati on plan can help to 
establish credibility with stakeholders – especially funders – because it conveys informati on to 
them and is a demonstrati on of your commitment to quality evaluati on. 

The writt en evaluati on plan you develop will likely include secti on headings that map onto many of 
the steps in the Protocol. Several of the outputs already created from Stage 2 will be used to develop 
the writt en evaluati on plan. Typically, we include the program mission statement and program 
descripti on, the program logic model and pathway model, and stakeholder map, and evaluati on 
scope. The plan will also include new products– the evaluati on purpose statement, the evaluati on 
questi ons, a descripti on of the proposed sample, the proposed measures, the proposed design, a 
data collecti on and management plan, the plans for data analysis, plans for evaluati on reporti ng 
and uti lizati on, and an evaluati on ti meline. These new components are the classic elements of any 
good research plan, covering the objecti ves and methodology to be used. In additi on to the writt en 
secti ons of the plan, a complete document will include, as appendices, the actual measures you 
will be using (if available). Someti mes the logic model, pathway model and stakeholder diagram 
are found in the appendices.

A key disti nct concept in evaluati on planning is diff erenti ati ng between an evaluati on cycle and 
the evaluati on of the program over its enti re life. An evaluati on plan is typically writt en in terms 
of how the staff  will evaluate the program during the next evaluati on cycle. An evaluati on “cycle” 
is the period of ti me over which a single iterati on of evaluati on occurs.  Many organizati ons use 
an annual evaluati on cycle, others may be more frequent if the program has a shorter cycle or if 
they require rapid feedback to aid program development. The endpoint of an evaluati on cycle is 
oft en determined by when the organizati on and program are doing major reports. Again, many 
organizati ons fi nd it convenient to do annual reports, which is a ti p-off  to the noti on that they are 
on an annual evaluati on cycle. When the working group developed the evaluati on scope in Step 
2.08, they were essenti ally determining the extent of the program evaluati on they were going to 
take on in the next evaluati on cycle (e.g., over the next year). 
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We have already seen that programs evolve through phases over ti me. Evaluati on needs to change 
and adapt so that it is always appropriate (that is, symbioti cally linked) with where the program 
is in its development. This means that over the life of a program there are likely to be multi ple 
evaluati on cycles and the evaluati on plan for each cycle will change. We will keep coming back to 
this idea in the secti ons below. The Workbook (pages 75-92) off ers both Tips for Writi ng Evaluati on 
Plans, and the Feedback Form for Evaluati on Plans as resources for preparing and assessing your 
plan.

3.02 Evaluati on Purpose 
The Evaluati on Purpose secti on of the evaluati on plan provides a short descripti on of the reason 
for conducti ng the current evaluati on and what the working group hopes to achieve by it. Although 
we touched on this during the Mining the Model acti viti es, writi ng the Evaluati on Purpose secti on 
is an important part of any evaluati on eff ort and must be revisited. It helps to defi ne the goals and 
boundaries of the current evaluati on eff ort, and can serve as a “big picture” reference point for 
the working group as they work through the details of developing an evaluati on methodology. (For 
Guidance for Evaluati on Purpose Statement, see Workbook page 95.)

The Evaluati on Purpose secti on appears at the beginning of the evaluati on plan document and 
should describe what is and what is not being evaluated and the overall goal or purpose of the 
evaluati on. You might even think of it as a kind of “mission statement” for the evaluati on (rather 
than for the program). It sets boundaries by identi fying the program elements being considered 
for the evaluati on, which goals or objecti ves are of most interest, and what the intended uses of 
the evaluati on results are. As the working group completes other steps in the Protocol and makes 
decisions about aspects of the evaluati on strategies, the Purpose secti on should be revised or 
updated to include a brief descripti on of the methodology choices that have been made and the 
reasoning behind these decisions.

Since one of the major functi ons of the Evaluati on Purpose secti on is to provide the overall 
rati onale to guide the specifi c detailing of the evaluati on plan, the Purpose Statement will tend to 
vary systemati cally with the program lifecycle. For instance, in an early phase evaluati on the major 
purpose might be to provide a thorough descripti on of the process of delivering the program or 
of its implementati on so that the program might be further developed or improved in subsequent 
iterati ons. A Phase II purpose might emphasize that the evaluati on is conducted to assess the 
degree to which the program appears to be associated with key outcomes of interest. In Phase 
III, the purpose might stress the desire for the evaluati on to demonstrate the eff ecti veness of the 
program on key outcomes. 

It is important to keep in mind that this secti on should be brief. It is a good idea to begin this stage 
by draft ing an initi al Evaluati on Purpose secti on (recognizing that it will be incomplete at this point 
in the process). As you complete each of the subsequent steps in Stage 3, revisit the evaluati on 
purpose statement and add to and revise the statement.

3.03 Evaluati on Questi ons
Evaluati on questi ons are the broad questi ons asked about the program in general – “Is the program 
being implemented well?” or “Does our program have an eff ect on outcomes A, B, or C?” They 
will focus the evaluati on planning and anchor all subsequent secti ons of the Plan. Note that 
evaluati on questi ons in this context are not the same thing as questi ons that would be included 
in a questi onnaire or interview for parti cipants (those are measurement questi ons). Evaluati on 
questi ons are the major questi ons your evaluati on is trying to address in a specifi c evaluati on cycle. 
Every questi on will have at least one associated measure in place by the ti me the evaluati on plan 
is complete.

 It is important for the working group to keep in mind the lifecycle phase of the program and its 
relati onship to the evaluati on lifecycle. Each stage of the program lifecycle emphasizes diff erent 
types of evaluati on questi ons. Remember that the goal is to eventually align the program lifecycle 
and evaluati on lifecycle. Depending on where the program is starti ng from, this may not be feasible 
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in just one evaluati on cycle - it may take several evaluati on cycles for the program and evaluati on 
lifecycles to be aligned. When developing evaluati on questi ons, it is important to consider what 
can be done to move the lifecycle and evaluati on phases into bett er alignment.

In additi on to maintaining alignment with the program and evaluati on lifecycles, fi delity to the 
program’s pathway model and purpose statement, language and format have to be carefully 
considered while the working group conti nues to brainstorm, revise and edit evaluati on questi ons. 
Each evaluati on questi on should clearly identi fy the program element(s) that is/are being examined 
(one or more acti viti es, the overall program, specifi c outcomes, etc.) The phrasing of evaluati on 
questi ons matt ers. Consider the diff erence between asking whether a program is “associated with 
a change” as opposed to “causes a change.” The diff erence could mean a much more (or less) 
controlled evaluati on strategy, and enable a much diff erent claim that could be made at the end of 
the evaluati on cycle.

When writi ng the evaluati on questi ons, make sure the questi ons are clearly worded and 
understandable to someone who is unfamiliar with the program. Be sure to consider (and possibly 
revisit and revise) the evaluati on purpose statement so that the questi ons make sense given the 
overall purpose of the evaluati on.

The following framework will help to craft  evaluati on questi ons for the selected scope of the 
evaluati on. Keep in mind that these are only examples of questi ons and that there are many 
“correct” ways to word questi ons (though some are more appropriate for certain programs than 
others). To develop an evaluati on questi on, start by identi fying a program element (acti vity or set 
of acti viti es, outcome, or link) that falls within the evaluati on scope in your pathway model. For 
instance, examples of a Phase 1 evaluati on lifecycle questi on might be:

How well is [ACTIVITY “A”] implemented?  

To what extent are parti cipants sati sfi ed with [Acti vity “B”]?

How useful were the program handouts?

To what extent do parti cipants demonstrate [OUTCOME “X”]?  
 
Phase 2 evaluati on questi ons are typically focused on assessing changes in outcomes associated 
with parti cipati on in the program. Examples of Phase 2 evaluati on lifecycle questi ons might be:

Is parti cipati on in the program associated with a change in [OUTCOME “X”]?

How do parti cipants’ levels of [OUTCOME “Y”] compare to non-parti cipants’ levels of 
[OUTCOME “Y”]?   

Phase 3 evaluati on questi ons will typically explore issues of causality or “eff ecti veness” of the 
program.  These require the use of evaluati on designs that are more carefully controlled and/
or longitudinal (i.e., follow parti cipants over a longer period of ti me). Many programs will not 
reach a Stage 3 evaluati on in terms of their program lifecycle phase. Either their purpose is not 
to demonstrate the eff ecti veness of the program, or evidence from earlier phase evaluati ons will 
cause the organizati on to abandon the program and try an alternati ve approach to the problem. 
For those programs where a Phase 3 evaluati on lifecycle questi on would be appropriate, some 
examples of questi ons might be: 

To what extent does parti cipati on in the program cause [OUTCOME “Y”]?  

To what extent does parti cipati on in the program cause changes in [OUTCOME “Z”]?

Phase 4 evaluati on questi ons are focused on understanding the generalizability of the program 
to other contexts, setti  ngs, and parti cipants and are typically used when the goal is to broadly 

Once again, alhough 
these steps may all be 
done on paper or in 
your word processing 
document, these steps 
may be documented in 
the Netway (under the 
Evaluati on Plan secti on 
of your program). Use 
the worksheet secti on 
to do your draft s, and 
the plan secti on (above 
the worksheet secti on) 
to enter your actual 
plan. This can facilitate 
aligning  your plan by 
evaluati on questi ons, 
as well as printi ng your 
fi nal models and plan.
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disseminate a program that has already clearly demonstrated its eff ecti veness through rigorous 
prior evaluati ons. Examples of Phase 4 questi ons might be:

Does parti cipati on in the program have the same eff ect on parti cipants of [diff erent 
ages, diff erent races, living in diff erent contexts (e.g., urban, rural, suburban)]? 

Can the program be replicated with similar results across multi ple setti  ngs?

In general, if there are multi ple acti viti es that lead to one crucial outcome --or as is more oft en the 
case, multi ple outcomes that arise from an individual acti vity-- you may certainly use a semi- colon 
and bullet points to collapse more than one evaluati on questi on into a single sentence, such as: 

What is the eff ect of the program on: [OUTCOME “X”]; [OUTCOME “Y”]; [OUTCOME “Z”]? 

Keep in mind that when we are developing evaluati on questi ons we are generally only looking for a 
few key overarching questi ons that can guide the evaluati on during its next cycle. Imagine we have 
a program with fi ve acti viti es. We could develop fi ve separate evaluati on questi ons that ask “How 
well are we implementi ng Acti vity 1?”, “How well are we implementi ng Acti vity 2?” and so on, or 
we could shorten this to “How well are we implementi ng the program?” When stati ng evaluati on 
questi ons, use fewer and more general questi ons if possible.

Typically you want to keep the number of evaluati on questi ons manageable. Three or four 
evaluati on questi ons will in most cases be suffi  cient to accomplish a reasonable evaluati on in any 
given evaluati on cycle. Use the Developing Evaluati on Questi ons worksheet, and the resource 
Evaluati on Questi ons and Program Lifecycle (Workbook pages 99-101) to help you develop your 
questi ons. The questi ons will provide a basis for the rest of the evaluati on plan. 

Acti vity: Questi on-Claim Match-Up, Stakeholder Review
Once the working group has a set of draft  evaluati on questi ons developed, there are a couple of quick acti viti es that can 
help narrow the list down, and ensure that the questi ons are appropriate to program prioriti es and desired claims.

• The fi rst acti vity is a “questi on-claim match-up.” This acti vity simply consists of brainstorming the possible claims 
one could make aft er collecti ng data to address the questi on at hand. For example, if the questi on were “Is the Earth 
round?” the claim you would hope to make is that either A) the Earth is round or B) the Earth is not round. This 
exercise should help working group members recognize how the language and phrasing of their questi on may aff ect 
their methodological choices and the overall usefulness and appropriateness of their evaluati on eff ort. This acti vity 
should be done as a group, because brainstorming about claims may bring up diff erences in perspecti ves and opinions 
that should be sett led before moving forward with the evaluati on plan. The “Getti  ng to Measures” worksheet in the 
Workbook (page 109) can guide this discussion.

• The second acti vity is a peer or stakeholder review. If possible, invite stakeholders and/or peer program implementers 
to take a look at the developed evaluati on questi ons. The following prompts may help guide their feedback:

- What sort of claims would be possible, if the evaluati on yielded favorable evidence for this evaluati on questi on?  
- Does this evaluati on questi on fi t the Evaluati on Purpose Statement?  How/how not?  Any suggesti ons?
- Comment on the alignment between this evaluati on questi on and the program’s lifecycle stage; does this 
evaluati on questi on make sense for “where” this program “is”?
- Does this evaluati on questi on clearly relate to the Program Model?  If so, how?  If not, what’s missing?
- Does this evaluati on questi on make clear exactly what is being measured (the key constructs)? The group(s) to 
whom the questi on applies? What the basis for comparison will be (if appropriate)?

3.04 Measurement and Measures
Measurement is a very complex topic. Measurement approaches need to be tailored to the specifi c 
program and lifecycle phase of program development. This makes it very diffi  cult to specify simple 
rules for how to develop a measurement plan for any given study. There is a huge literature on 
how to apply the great variety of measurement approaches that one might use in an evaluati on.  
It is important that the Evaluati on Champion be familiar with the scope of strategies and 
methodologies available. There are widely available resources that would be useful when thinking 
about measurement planning (e.g.: htt p://www.socialresearchmethods.net/kb/measure.php).



43 Phase 1: Evaluati on Planning
Stage 3: Evaluati on Plan Creati on

When writi ng the measurement plan, consider each evaluati on questi on, identi fy the 
focal construct, and describe in detail the measures that will be used. Be sure to include a 
descripti on of the measure type (e.g., survey, observati on, interview, etc.), identi fy the origin 
of the measure (cite the source if the measure was found in the literature or describe the 
development of the measure if you are creati ng a new measure), and discuss the reliability 
and validity of the measure (if the reliability and/or validity has not been tested, be sure to 
state this as well). 

This Protocol step is broken into two parts: “Defi ning Variables and Measurement Strategies” 
and “Identi fying Measures.” Evaluati on Champions may fi nd that it makes the most sense 
to think about the fi rst part, which builds from work on evaluati on questi ons, directly aft er 
developing the questi ons. However, it may be advisable to look ahead to sampling and analysis 
before returning to work on identi fying measures, which can be an intensive research and 
development process. Though the enti re Protocol is designed to be iterati ve, you may fi nd 
that the steps in this stage are parti cularly diffi  cult to think about separately. This is because 
decisions about measures and measurement, sampling, design and analysis all depend on 
one another, and therefore must be considered simultaneously. 
 

1. Defi ning Variables and Measurement Strategies
Before you can really begin to think about measurement, you fi rst need to clearly defi ne what 
it is that you are trying to measure. Begin by reviewing the evaluati on questi ons. The variables 
are the things that you think infl uence or are infl uenced by something else. For example, if the 
evaluati on questi on is whether parti cipati on in the program is related to an increase in science 
knowledge, then the variables are parti cipati on in the program and science knowledge. When 
a variable is an abstract idea that is derived from empirical evidence but may not be directly 
observable (such as behaviors, atti  tudes, or knowledge) it is called a construct. It’s important 
to clarify the variables and construct(s) so you know what it is that you are trying to measure.

Aft er the variables have been identi fi ed, they must be defi ned. Oft en, what “science 
knowledge” means to one stakeholder may be diff erent from what it means to another. This 
is another step in the Protocol when it is criti cal to bring in multi ple stakeholder perspecti ves. 
Ideally, the working group will invite stakeholders to parti cipate in a discussion that will 
establish internal working defi niti ons for the variables identi fi ed in each of the evaluati on 
questi ons. 

In additi on to developing defi niti ons, the working group will need to brainstorm indicators of 
the presence of the variable they defi ne. This can be parti cularly tricky when trying to think 
about indicators of constructs. By their very nature, constructs are not directly observable 
and so the working group needs to think about how they would “know” the construct exists. 
This may be best described as brainstorming what a construct “looks like.” For example, an 
indicator of “science knowledge” could be the ability to explain a science concept to a peer, or 
adequate performance on a science test, while an indicator of “interest in science” could be 
signing up for additi onal science courses, or engaging in science-based hobbies. 

Once the variables are clear, you can begin thinking about measurement. There are many 
diff erent strategies that you can use to measure variables. Some strategies will be more 
appropriate than others depending on the variable you are trying to measure and the 
context. Examples of common measurement strategies are surveys, observati ons, interviews, 
and focus groups. 

Using a table like the one shown below can help working group members think through these 
questi ons systemati cally.  Refer to Workbook pages 103-108 for some examples, and uti lize 
the Getti  ng to Measures Worksheet, and Key Constructs and Measurement  (Workbook pages 
109-111) to do this for yourself.

Acti vity: Peer Evaluati on Plan 
Brainstorm

One of the best ways to come 
up with an appropriate, 
creati ve and effi  cient 
evaluati on plan strategy is to 
brainstorm as many strategies 
as possible and then narrow 
them down based on your 
prioriti es. Oft en, peers and 
stakeholders outside of the 
working group can provide a 
useful and creati ve contributi on 
to this brainstorming process.
 
First, the working group 
will need to identi fy peer 
program implementers and/
or stakeholders who are 
willing to parti cipate in a plan 
brainstorming session. Then, 
using the “Identi fying Key 
Constructs and Measurement” 
(see Workbook Page 111), the 
working group should fi ll in the 
left -most column with each of 
their fi nal evaluati on questi ons. 
Each peer or stakeholder 
is then asked to fi ll out the 
remaining columns of the table, 
off ering ideas about constructs, 
their defi niti ons, measurement 
strategies and tools. 

If the working group chooses 
to conduct this acti vity later 
in the planning process, they 
may also include columns 
for sampling, design and 
analysis strategies. With 
these columns included, the 
working group can also use the 
brainstorm guide to develop 
a “rehearsal” evaluati on plan 
for an imagined or well-known 
program. Brainstorming an 
evaluati on strategy for a 
neutral program will help 
working group members bett er 
understand the consequences 
of their choices and the 
challenges facing them as they 
develop their own evaluati on 
strategy.
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Evaluati on 
Questi on

Constructs/
Variables

How is it 
defi ned?

What does it 
look like?

How might it be 
measured?

Is program 
parti cipati on 
related to 
an increase 
in science 
knowledge?

Science 
knowledge

Understanding 
of  science 
concepts

Ability to explain 
science concepts 
to a peer

Track and record 
peer-to-peer 
explanati ons 
using video and 
an observati onal 
checklist

         
The process of identi fying variables, defi ning them and brainstorming measurement strategies 
should be repeated for each questi on. When this process is complete, the working group should 
be able to easily identi fy the number and types of measures that they will need. Oft en this process 
will lead to the realizati on that one measure may be able to address (or collect data that will 
address) more than one evaluati on questi on. Once this list of desired measures has been created, 
the working group should reconsider the following about their proposed strategies before moving 
onto identi fying measures:

• Program Lifecycle (is this type of measurement appropriate to the program’s developmental 
stage?) 

• Feasibility (Do you have resources (staff , budget) to collect data in this method, or to analyze 
the data? Is the methodology suited to the program context (ti me required, setti  ng/locale of 
the program, age appropriate)?

• Accuracy (Does this methodology get you as close to the source of actual data as possible? For 
example, teacher reports of student skills may provide diff erent results than direct student 
observati on. Does the methodology present confounding factors (does a writt en test actually 
measure knowledge, or does it measure reading skill?)

• Credibility (Will program stakeholders fi nd this kind of evidence credible?)
• Usefulness (Will the results provide informati on that is useful to program practi ti oners or 

program development? )

Driving With Your Eyes Open - Feedback 

In dynamic living systems diff erent parts of the system conti nually interact with and infl uence each other over ti me. An essenti al aspect 
of this involves the role of feedback. If we didn’t have feedback we simply would not be able to functi on as living beings. Imagine trying 
to drive a car down the road without being able to see anything or hear anything, without the basic sense mechanisms that provide 
informati on about what we are experiencing. That’s essenti ally what feedback means, and it is an essenti al concept in systems thinking.

At a macro level you might think of evaluati on itself as a feedback 
mechanism for our society. Without evaluati on we are “driving blind” in 
trying to operate our programs (an unfortunate state of aff airs that occurs far 
too oft en). In additi on, without feedback, learning will not occur. While an 
individual program evaluati on can tell us something useful about a program, 
multi ple evaluati ons of many similar programs over ti me can provide us with 
the cumulati ve feedback needed to begin making sense of what works – but 
only if we have systems for accumulati ng and synthesizing the individual 
evaluati ons.

The idea of feedback is also criti cal within the evaluati on of a program. We 
gather input from multi ple parti cipants, to get their feedback about what 

they think the program is and what it is trying to do. We feed back the results of an evaluati on so that others can see what is happening 
and learn from it. Feedback is essenti al even throughout the process of 
conducti ng the evaluati on. When we are collecti ng data, we monitor 
whether we are getti  ng adequate responses and how respondents and 
others in the organizati on are reacti ng to the process.

So, feedback is everywhere in an evaluati on. One of the purposes of 
systems evaluati on is to encourage us to become more conscious of the 
informal feedback that is already occurring and to make it more coherent 
and structured so that it can functi on even more eff ecti vely and we don’t 
drive off  the road.
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Unobtrusive or Nonreacti ve Measures 
One of the biggest practi cal challenges in evaluati on is moti vati ng program parti cipants to engage 
in providing data. When analyzed from a systems perspecti ve, it’s typically the case that both the 
parti cipants and the evaluators want something out of the program. Parti cipants usually want the 
program itself, or what it might do for them potenti ally. Evaluators want data or informati on about 
how the program aff ects the parti cipants. And, each has negati ve moti vators. Parti cipants usually 
don’t like the burdens that formal measures, especially tests, impose on them. And evaluators 
don’t like being in the positi on of having to impose on the parti cipants (and oft en the program 
staff ).  From a systems point of view, the ideal potenti al soluti on oft en amounts to looking for a 
symbiosis between the interests of the evaluator and the program parti cipant.

Now consider how this might inform how we approach measurement. Let’s say that in an informal 
science educati on program designed to teach children about how to use a microscope you would 
like to assess their knowledge of the material conveyed in the program. You could construct 
a paper-and-pencil test that the children would complete at the end of the program. But that 
would be obtrusive (not to say a drag!) and it would be bett er if you could assess knowledge more 
symbioti cally and less obtrusively. How might this be done? One approach would be to collect 
data about knowledge of microscope use in the natural course of their doing the program. You 
might do this by observing how they try to use the microscope initi ally and how they perform 
with it in the last task of the program (a type of before-aft er assessment). This could be done by 
observing them directly or by rati ng or scoring the results of what they record in the natural course 
of using the microscope. It may even be that the “program” doesn’t involve a real microscope but 
is one simulated through a computer program. In this case, measures of performance could be 
unobtrusively built into the soft ware itself. In this example of measurement symbiosis, both parti es 
get what they want. The children who parti cipate get to take part in an engaging (we hope) program 
without doing any burdensome tests and the evaluator gets data on knowledge as refl ected in their 
performance without having to cajole them to take a test (or impose that requirement on the 
program staff ).

These kinds of measurement approaches are known as unobtrusive or nonreacti ve measures. 
We have several favorites that we like to cite. For instance, when an evaluator wanted to assess 
peoples’ radio stati on preferences, instead of doing a survey research study they came up with 
the clever soluti on of having auto mechanics in the area note what radio stati ons were on in the 
cars that were brought in. Or, when museum evaluators wanted to assess which exhibit painti ngs 
people were most interested in they took the creati ve approach of replacing selected fl oor ti les in 
front of each painti ng and then making careful measures of wear-and-tear at the end of the exhibit. 
There are lots of potenti al ways to conduct measurement unobtrusively: direct observati on and 
coding, photography, video, use of archival research, and so on. In fact, one of the most ferti le 
sources of short-term outcome measures is likely to be program outputs – products that are 
naturally generated in the course of parti cipati ng in the program. When we take these outputs 
and code, rate or score them we are in eff ect turning them into measures that might refl ect things 
like performance, knowledge or even sati sfacti on or interest. Although unobtrusive measures may 
require considerable forethought and preparati on, they can also be fun to create and integrate into 
a program. This helps everyone get what they want and encourages a greater symbiosis between 
the program and its evaluati on.

Precisely because these types of measures can be implemented without the parti cipants’ 
knowledge, it is especially important with these strategies to be careful with issues of privacy and 
protecti on of human subjects more broadly. If in doubt about the ethics of a parti cular strategy, be 
sure to consult with an expert in this area.  Universiti es have Insti tuti onal Review Boards or other 
enti ti es charged with ensuring protecti on of human subjects in research and evaluati on.  Outside 
universiti es, there are experts and consultants who specialize in this.  

2. Identi fying Measures
Choosing appropriate measures for each evaluati on questi on will likely be one of the central 
challenges in writi ng and executi ng the evaluati on plan. Measures will generally fall into one of 

Phase 1: Evaluati on Planning
Stage 3: Evaluati on Plan Creati on



46

three categories: 

1. Demographic or descripti ve measures - measures that track (simply count) events and/or  
parti cipants and, if relevant, their characteristi cs 

2. Process measures - measures that capture the type or quality of the program event or 
interacti on

3. Outcome measures - measures that capture eff ects of the program including associated 
change for a group, signifi cant change for an individual, causal relati onships between 
acti viti es and outcomes. 

Many programs will use more than one of these types to address their evaluati on questi ons, and 
each of these types could be formatt ed in a variety of diff erent ways. 

There are three main strategies that can be used when att empti ng to identi fy a measure that is 
appropriate for a given program and questi on. These include:
• Using existi ng local measures (those already in use within the organizati on)
• Locati ng measures in the literature (those that have been used in similar setti  ngs and are 

discussed in peer-reviewed literature)
• Developing measures from “scratch” or by modifying a pre-existi ng measure to fi t your 

program)

In order to maximize accuracy, as well as credibility to many stakeholders, it is oft en desirable to 
use an established and validated measure, but at ti mes modifying or creati ng an existi ng measure 
is necessary. The following questi ons/steps can help locate or identi fy potenti al measures, and are 
listed in sequence of how we approach identi fying measures.

Using Existi ng Local Measures (already in the offi  ce)
Begin by looking at the measures currently being used by the program. Perhaps program 
practi ti oners have developed and used their own measure for quite some ti me, or maybe they 
already have a measure that fi ts their needs. 

• What measures are currently used in the program?
• Are there specifi c measures that have been mandated by a funding agency?
• Are the current measures something that have been tried and true, and have literature to 

support them? (This would be ideal, and if the measures don’t fi t this category there may be a 
tradeoff  between resources available to locate an appropriate established measure and using 
the existi ng one.)

• Do these measures match the evaluati on questi ons and are they appropriate given the 
evaluati on lifecycle? (This is a criti cal issue – existi ng internal measures may have been 
developed for a diff erent evaluati on purpose and for diff erent evaluati on questi ons.  Be sure 
they really will serve your current purpose and questi ons.) 

Locati ng Measures in the Literature
A second opti on is to locate measures that are already developed and are supported in the literature. 
It may make sense to try and locate measures in the literature if you have evaluati on questi ons that 
do not have measures already in place, or for evaluati on questi ons that are using measures that 
have not been validated. Measures obtained from other sources will need to be cited appropriately 
by the program, and some may even have fees associated with them. Networking with colleagues 
can also help to broaden your measures library. Do you have colleagues in another department, 
offi  ce, or geographic locati on who may be measuring the same acti vity or outcome of interest? Have 
they found a measure that is working well? Someti mes you may fi nd a measure in the literature 
that has several subscales (porti ons of the measure that each addresses a diff erent construct.) You 
may not be interested in all of the subscales included in the measure, but you may fi nd that one 
or more of the subscales addresses your outcome of interest. Someti mes these relevant subscales 
can be found in measures that, on the surface or taken as a whole, seem unrelated to your target 
outcome. The following are some questi ons to consider when thinking about looking for measures 
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New Programs Mature Programs

Informal
Open Ended
Pilot testi ng

Exploring 
measurement 

approaches

Reliability
Consistency

Validity

Standard protocol 
of measurement 

instruments

Formal
Structured

Quanti tati ve
Identi fying existi ng 

measures

in the literature:

• Which evaluati on questi ons do not yet have an identi fi ed measure?
• Which evaluati on questi ons may already have an existi ng measure, but the working group 

would prefer to have a measure with stronger support in the literature?
• What measures are colleagues using to measure similar outcomes, and are they available for 

this program?
• What does a literature search for related programs, acti viti es or outcomes reveal? A validated 

measure may be identi fi ed either in a research arti cle or through a related arti cle that is cited 
in the bibliography.

• Is there a larger measure that has a sub-scale that could be used to measure the outcome of 
interest?

• Is there a measure that can address more than one evaluati on questi on?
• Is there an existi ng measure that can be modifi ed to fi t the program’s needs by changing a 

word or two?

Developing Measures
Developing a measure is likely to be appropriate parti cularly for newer programs where there is no 
history of prior measurement, or in fi elds where there are limited measures already available. Any 
ti me a new measure is created, people will questi on how good the measure actually is at measuring 
what it is supposed to measure (validity) and whether it does so consistently and dependably 
(reliability). Eventually, new measures will be expected to undergo testi ng to demonstrate their 
reliability and validity (measures that you fi nd in the literature have typically been tested for 
reliability and validity and a good measure will report just how reliable and valid it is. This is an 
advantage of using a measure that you fi nd in the literature). 

Creati ng new measures is disadvantageous in that it will not allow you to cite evidence of reliability 
and validity for the current evaluati on, nor compare results to those obtained by others. However, 
creati ng a new measure may be the only opti on available for many programs, and creati ng a new 
measure, pilot testi ng it, and assessing and refi ning it can, over ti me, be the foundati on for a good 
new measure. (See other resources, such as htt p://socialresearchmethods.net, for informati on on 
validity and reliability.)

Key Questi ons Regarding Measures: 
When making decisions about measures, be sure to use your evaluati on questi ons as a guide. 
When thinking about which measures to use, review the following questi ons:

• Identi fy outcomes to be measured. What exactly are you trying to measure? Does the measure 
you have actually measure the outcome of interest? For example, if the outcome of interest is 
self-esteem, make sure you have a measure of self-esteem and not self-concept or some other 
similar construct. These are diff erent things. If the evaluati on tool is a broad measure, does it 
address all of the outcomes you want to measure?  Does it cover “too much”?  That is, does 
it collect data you do not need and won’t use?  If so, try to pare it down in order to not waste 
your or your parti cipants’ valuable ti me and att enti on.

• Determine the measurement strategy. Which measurement strategy is most appropriate 
given the outcome that you are trying to measure and the context in which the program is 
taking place? Surveys are a common measurement strategy; however, they are not the only 
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possible strategy. Consider whether using interviews, observati ons, content analysis, etc. 
might be appropriate.

• Match measure to sample. The sampling plan may target adults or youth, each having its own 
literacy level, etc. Is this measure appropriate for the sample?

• Consider lifecycle. Does the measure fi t the stage of the program and evaluati on lifecycles? 
Newer programs are probably looking for rapid feedback from parti cipants about their 
reacti ons to the program - which might be met with simple sati sfacti on surveys; whereas more 
mature programs will be looking to show cause and eff ect relati onships and might use more 
established and tested measures. Below is a tentati ve chart of the intenti ons of evaluati on at 
each stage of development.  

Assess quality of the measure. This is the “bird in the hand vs. two in the bush” decision.  A 
program may have a choice to make between using what is on hand already (which may be ready to 
go, and may even have data from past years giving evaluators the opportunity to compare results), 
or trying to fi nd a “bett er” existi ng measure.  A “bett er” measure in this case might mean one that 
has been tested in careful studies for validity and reliability, has the credibility of having been used 
in additi onal research papers, and for which large-scale study results are available to which results 
can be compared.  
Assess feasibility. There’s no point in listi ng a measure in an evaluati on plan if it is simply not 
realisti c that program staff  will be able to fi nd it, aff ord it, modify it appropriately, test it, use it, 
analyze it, and/or report on it.  Will staff  have ti me available to use this measure?  
Assess strategic Value. If ti me and resources are limited then eff orts should be focused on the 
opportuniti es that have the highest “payoff ”.  Consulti ng with stakeholders or advisory groups is 
recommended in order to be sure that the choice is made well.
Identi fy references. If using established or named measures, are they properly referenced? 
Measures developed and fi eld tested by others should be cited in the evaluati on plan and in any 
other writi ng where the measure is menti oned.

At the risk of repeati ng ourselves, remember that decisions about measures don’t occur in a vacuum 
– they are related to lifecycle, sampling, design and analysis issues, that is, they will both aff ect 
and be aff ected by these other topics. For help with this decision making process, see Workbook 
pages 103-134 for several resources to assist this, including: Getti  ng to Measures Worksheet; Key 
Constructs and Measurement; Introducti on to Measurement and Measures;  Obtaining a Measure 
- Find, Modify or Write; Measure Checklist; Finding Measures; and Survey Review Form.

3.05 Sampling Plan
Aft er the evaluati on questi ons have been identi fi ed, the working group needs to describe the 
source of the evaluati on data. Sampling is the process of selecti ng units (e.g., a subset of people, 
things, documents, events, organizati ons, or groups) from a populati on (the enti re set of people, 
things, events, documents , organizati ons, or groups) of interest so that by studying the sample 
we may fairly generalize our results back to the populati on from which they were chosen. The 
Evaluati on Champion should be familiar with at least the general ideas behind sampling, including 
external validity issues, and the disti ncti on between nonprobability and probability sampling. 
There are many resources available on sampling, and while these topics will be covered in brief 
here this discussion should be supplemented with external resources including the Developing a 
Sampling Plan document in the Workbook pages 137-141, and other sources such as htt p://www.
socialresearchmethods.net/kb/sampling.php. Sampling will also be aff ected by measurement and 
evaluati on design, so once again these steps should occur in a parallel, dynamic and interacti ve 
process rather than in sequenti al fashion.

Key Concepts in Sampling
Unit of Analysis: In evaluati on, someti mes we focus on individuals and someti mes we focus 
on groups. The level on which the evaluati on is focused (e.g., individuals, families, classrooms, 
schools, etc.) is called the unit of analysis and will depend on the focus of the evaluati on questi on. 
It’s essenti al that the selecti on of the unit of analysis is done consciously because the unit of 
analysis selected for data collecti on must be the same as what we use to draw conclusions. For 
example, imagine that an evaluator collects data from individual adolescents on the amount of 
ti me they spend engaged in the aft er-school program and on their risk-taking behaviors. The 
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evaluator analyzes the relati onship between aft er-school program involvement and risk-taking to 
see if adolescents who are more engaged in the aft er-school program have lower levels of risk-
taking. The data describes the individuals, the conclusions drawn are about the individuals, and the 
individuals are the unit of analysis. 

In some evaluati ons, groups are the unit of analysis but data are collected from individuals. In other 
words, the unit of analysis may not be the same as the unit of observati on (the cases about which 
measures are actually obtained in a sample). For example, imagine that an evaluator hypothesizes 
that classes that use the Jolly Phonics reading program will have higher reading profi ciency scores 
than classes that do not use the program. Reading profi ciency is measured by giving each of the 
individual students a test. However, the individual student test scores are averaged together to 
create a classroom average score for each classroom. Then, classrooms that use Jolly Phonics are 
compared to those that do not use Jolly Phonics. It is the diff erences in the classroom average 
scores that are used to explain variati on in reading profi ciency between classes. In this example, 
the unit of observati on and the unit of analysis are not the same. The unit of observati on was the 
individual students and the unit of analysis was the classrooms. In the previous example (aft er-
school program parti cipati on and risk-taking) the unit of observati on and the unit of analysis were 
the same (individuals). 

Generalizability: You will want to begin by identi fying who or what you want to be able to say 
something about. Imagine that we are interested in evaluati ng “no tolerance” drug policies in high 
schools in the United States. Ulti mately, we want to be able to say something about all high schools 
in the United States so our populati on of interest is all US high schools. Next, we need to identi fy our 
sampling frame. This is a list of all elements in the populati on. In our example, the sampling frame 
would be a list of all high schools in the United States. The sample (the subset of the populati on) is 
drawn from the sampling frame. Evaluators generalize from samples to populati ons if the sample is 
representati ve of the populati on. Depending on the sampling technique used, we can be more or 
less confi dent in the representati veness of the sample (see sampling strategies secti on below). In 
some circumstances it may be feasible to avoid the issue of generalizability by conducti ng a census 
(studying the enti re populati on of interest). For example, if you are only interested in generalizing 
the results of your evaluati on to the actual parti cipants in your program, you could conduct a 
census by including all program parti cipants in your sample.  

Sampling Strategies: Remember that our primary objecti ve when selecti ng a sample is to try and 
make it representati ve of the populati on to which we are interested in generalizing our results. 
If we want to be able to say something about all parti cipants in the program, but we cannot 
actually study all program parti cipants, we want to make sure that the sample is representati ve 
of all program parti cipants. There are 2 major sampling strategies: Probability and nonprobability 
sampling techniques. In general, probability sampling allows us to be most sure that our sample 
is representati ve of the populati on. Probability methods rely on a random selecti on method so 
that the probability of being selected for the sample is known. Nonprobability methods do not 
rely on random selecti on and the probability of being selected for the sample is unknown. A few 
common probability and non-probability sampling approaches are reviewed here, but the reader 
is encouraged to explore outside sources for additi onal informati on.

Probability Sampling Strategies: Simple Random Sampling is a technique that gives every element in 
the sampling frame the same probability of being selected for the sample. For example, if I wanted 
to draw a simple random sample from the populati on of program parti cipants, I might assign all 
parti cipants a number and randomly select some subset of parti cipants for the sample using a 
random number generator (e.g., using a random number functi on in Excel).  Many populati ons are 
made up of clusters within hierarchies. For example, the individuals who make up the populati on 
of 3rd graders are clustered within schools. Cluster Random Sampling makes use of these clusters 
to aid in sampling. First, the evaluator can randomly select the clusters and then, from within the 
selected clusters, randomly select the sample. Note that in order to be truly representati ve of the 
populati on, cluster random sampling requires that the process of selecti on must be random at 
each stage of selecti on. A non-probability approach to cluster sampling can be used (see secti on 
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on Hierarchies below), however the results are not as broadly generalizable.

Non-probability Sampling Strategies: Convenience Sampling is a technique whereby the sample 
is selected based on convenience and ease of access rather than based on representati veness. 
Convenience sampling is appropriate for early lifecycle evaluati ons where the goal is not to 
achieve generalizability beyond the parti cipants included in the evaluati on. Purposive Sampling
is a technique in which the sample is selected deliberately (though not randomly) because the 
parti cipants have some very specifi c characteristi c of interest. This approach makes the most sense 
when the evaluator has a great deal of knowledge about the populati on of interest. Purposive 
sampling does not produce a sample that represents some larger populati on but it can be exactly 
what is needed for earlier lifecycle evaluati ons where the interest is less in generalizability than in 
getti  ng initi al evidence about how the program performs with a specifi c group. 

Determining the Sample
The working group should consider: “Who will parti cipate in the evaluati on?” Guide the working 
group to focus exclusively on whom or what will answer the evaluati on questi on(s) and can be 
measured. Do not fall into the trap of broadly describing the populati on served by the program. 
Focus specifi cally on the populati on and sample that is relevant for the evaluati on questi on(s). For 
instance, imagine that there is a program for mothers of premature babies. The evaluati on questi on 
is “does the program improve the height and weight of the babies?”  The primary measure for this 
evaluati on questi on is the height and weight of the babies at the end of the program. The sample 
should describe the babies since they are the focus for this evaluati on questi on (not the moms).
 
The program descripti on secti on should include a rough esti mate of the number of parti cipants 
predicted for the coming year. The sample secti on should describe whether some or all of the 
parti cipants will be included in the evaluati on (e.g., the % of parti cipants who will be “sampled”). 
This will allow readers to determine to what degree the results are generalizable to those who 
were involved in the program. For instance, if the program expects to have 1,000 parti cipants, yet 
staff  only plans to sample 20 of them, they might have a diffi  cult ti me generalizing the results to 
all parti cipants. 

As with other aspects of the evaluati on plan, sampling changes over the life course of a program. 
Programs in the Initi ati on lifecycle phase will probably select their sample based on availability and 
convenience in order to generate rapid feedback. More mature programs that are trying to make 
stronger asserti ons based on their evaluati on will have to more formally address internal validity 
issues and generalizability (and may therefore need to use a probability sampling technique). 

Phase I Phase II Phase III Phase IV
Convenience .................................................................................................................Formalized
Opportunisti c.................................................................................................. Deliberate / Planned
Non-Probability  ............................................................................................................Probability

  
Hierarchies: One issue to keep in mind when sampling is that there may be hierarchies or multi ple 
levels at which diff erent types of sampling take place even within a single evaluati on. For instance, 
if you are conducti ng an educati onal program, you might sample school districts, schools within 
those, grades within those, classrooms within those and students within those. At each level you 
might use diff erent approaches. For instance, your choice of which school districts you can work 
with may be predetermined and enti rely opportunisti c – you’ll work with whichever district is close 
and willing to parti cipate. However, you might be able to select diff erent schools or classes within 
school districts in a systemati c way. In this example, you could only generalize the results of the 
evaluati on to the selected school district. As programs mature, sampling plans also tend to mature 
and become more structured and complex. 

When writi ng the sampling plan for the evaluati on, consider each evaluati on questi on and describe 
in detail the populati on of interest, who will parti cipate, approximately how big the sample will 
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be, how the sample will be recruited, whether there are multi ple levels and/or types of sampling 
strategies employed, and how parti cipants are selected at each level (i.e., sampling strategy) (see 
Workbook page 143, “Sampling Plan Worksheet”). And, keep in mind that decisions made here 
aff ect and are aff ected by decisions made in other parts of the evaluati on plan.

3.06 Evaluati on Design
An evaluati on design shows how the evaluati on is structured with respect to measurement, 
administrati on of the program, sampling and any comparison groups that are included. It provides 
an important schemati c that can be used to guide the choice of data analysis. Simplifi ed general 
research designs are described below, but selecti ng a design will vary depending on Evaluati on 
Champion and working group preferences. Once again, we refer you to the literature for more 
in-depth informati on on design, including htt p://www.socialresearchmethods.net/kb/design.php.

Relati onship between Designs and Claims
The kinds of claims that you can make based on the results of the evaluati on vary depending upon 
the kind of design you choose to use. For example, if you want to be able to state that parti cipati on 
in the program is related to a change in some outcome, you need to use a design that assesses 
change. Not all designs are created equal. Some designs are bett er than others at addressing the 
kind of claim we want to make. When considering which kind of design to use, it is important to 
think about what kind of claim you want to make and select a design that can provide evidence for 
that claim. It is also important to consider the feasibility of the design as well as whether or not it 
is appropriate given the lifecycle phase of the program. It is possible that aft er reviewing diff erent 
design opti ons, the working group may decide to revise the evaluati on questi ons. 

In additi on to considering the kinds of claims you want to make, it is also important to take note 
of the kind of language that is used in the evaluati on questi on. For example, if the evaluati on 
questi on asks “Does parti cipati on in the program cause outcome X”, this implies that a parti cular 
type of design that can assess causality is used. The strongest design for assessing a cause/eff ect 
relati onship is a Randomized Controlled Trial (RCT; a pre-post-test with random assignment to 
groups). This type of design is considered a Phase 3 (Comparison and Control) Evaluati on Lifecycle 
design and is most appropriate for a Phase 3 (Stability) Program Lifecycle program. On the other 
hand, when you are doing fi rst-ti me implementati on of a new program an RCT would not be 
appropriate and you might be advised to choose something like a post-only case study design. 
The evaluati on questi ons may need to be revised accordingly  (in this example, you may opt for 
something like “do parti cipants in the program show outcome X?”). 

Criteria to Consider when Selecti ng a Design: There are several criteria that should be considered 
when selecti ng a design: (1) Time order, (2) Covariati on, (3) Rules out other possible causes, 
and (4) Shows change. In order to demonstrate ti me order, we need to use a design that clearly 
demonstrates that the “cause” or the program happened before the “eff ect” or the outcome that 
we are interested in assessing. Covariati on means that changes in the “cause” or the program are 
related to changes in the “eff ect” or the outcome of interest. In order to demonstrate covariati on, 
we need a design that shows that when the program occurs the outcome of interest occurs and 
that when the program does not occur the outcome of interest does not occur. Typically, this is 
demonstrated by using a design that includes at least two groups. One group receives the program 
(and hopefully exhibits the outcome of interest) and one group does not receive the program (and 
hopefully does not exhibit the outcome of interest). In order to rule out other possible causes, we 
need a design that demonstrates that the program (the presumed “cause”) is the only reasonable 
explanati on for the “eff ect” or outcome of interest. This is typically an extremely diffi  cult criterion 
to meet. Any number of factors other than the program could “cause” the outcome of interest. In 
order to demonstrate that change occurred, a design that includes a “before and aft er” or pre- and 
post-test is needed.

The strength of the claims we can make depends on how well the design addresses these criteria. 
In other words, does the design we select allow us to make the desired claims? The chart below 
provides examples of some of the more commonly used designs and the associated claims that can 
typically be made. 

Phase 1: Evaluati on Planning
Stage 3: Evaluati on Plan Creati on



52

Aligning Claims with Designs

Associated Claim

Design where
X=program

O=observati on
Time

Order? Covariati on?

Rules out 
other 

possible 
causes?

Shows 
change?

Program lifecycle 
phase it may be 
appropriate for

Aft er program, these 
parti cipants show desired 
levels of outcome Z in this 
setti  ng and context.

X  O
(post-only)

Yes No No No IB

According to these 
parti cipants, in this setti  ng 
and context, the program is 
associated with a change on 
outcome Z.

X  Opost /Opre
(retrospecti ve 
“post- then pre-”)

No No No Yes IIA

Parti cipati on in the program 
is associated with a change 
in outcome Z in this setti  ng 
and context, with these 
parti cipants.

O  X  O
(simple pre-post)

Yes No No Yes IIB

The program is eff ecti ve in 
this setti  ng and context, with 
these parti cipants.

O  X  O
O      O
(pre-post with 
comparison group)

Yes Yes Somewhat Yes IIIA

The program is eff ecti ve in 
this setti  ng and context, with 
these parti cipants. It may 
also be eff ecti ve in other 
setti  ngs and contexts, with 
other parti cipants.

R  O  X  O
R  O      O
(pre-/post- 
with random 
assignment)

Yes Yes Mostly Yes IIIB
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For more informati on on the criteria described above and designs see Overview of 
Evaluati on Design  and Alignment with Design (Workbook Pages 147-149), as well as 
htt p://www.socialresearchmethods.net/kb/desdes.php

Design Notati on
We oft en describe a design using a concise notati on that enables us to summarize a complex design 
structure effi  ciently. If two or more of the same kind of elements functi on the same way in a design 
(e.g., all measures are given to all parti cipants at the same ti me) then a single symbol may be used 
to represent the enti re set; if they functi on diff erently (e.g., some measures are pre-post and some 
are post-only) then you can use subscripts to diff erenti ate them. 

Observati ons or Measures are symbolized by an ‘O’. Disti nguish among specifi c measures, 
with subscripts, as in O1, O2, and so on.

The Acti vity or Program is symbolized with an ‘X’. As with observati ons, use subscripts to 
disti nguish diff erent acti viti es or program variati ons.

Groups are given their own line in the design structure.  Samples are divided into groups that 
do or do not parti cipate in the acti vity. If the design notati on has three lines, there are 
three functi onally disti nct groups in the design. Group type – such as “random” (R), or 
“non-equivalent” (N) - is designated by a lett er at the beginning of each line (i.e., group). 

Time moves from left  to right.
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For example: 

O   X   O                 Represents a pre-test before and a post-test aft er the acti vity
and

N   O  X  O            Represents a pre-post group with a non-equivalent comparison

N   O      O            group that didn’t parti cipate in the acti vity

Noti ce that the design notati on tells something about how the parti cipants are organized or 
grouped in an evaluati on (this relates to sampling) and it shows how measures are sequenced or 
organized (this relates to measurement). And, the structure of a design will usually circumscribe 
what will be done in analyzing the data collected. So, design is a fairly central topic in evaluati on 
planning. 

As always, it is important to keep the evaluati on questi ons in mind when thinking through the 
various aspects of evaluati on planning. If this is not done, there is the danger of developing a nice 
evaluati on design that doesn’t actually help to answer the focal questi ons. 

Much like the measures secti on, there are a few key questi ons to consider once the design has 
been outlined:

•  Is there a clear connecti on between the evaluati on questi ons, chosen measures and the 
resulti ng design?

•  Is the design appropriate given the claims that you would like to be able to make?
•  Is this design appropriate for this program’s lifecycle?
•  Is this design feasible given the program resources and organizati onal capacity?
•  Is this design feasible given the durati on and setti  ng of the program? For example, a short 

30-minute acti vity does not lend itself to an elaborate pre-post measure.

It’s important to link design issues to the lifecycle of the program. As you learned in the Lifecycle 
Analysis step we believe that the ulti mate goal is for the evaluati on lifecycle to be aligned with 
the program lifecycle. Diff erent evaluati on designs are more or less appropriate depending on the 
program lifecycle phase.  

In conclusion, the design plan should address each of the evaluati on questi ons, be described in 
detail (e.g., post-only, pre-post, pre-post with comparison group, etc.), be appropriate given the 
lifecycle stage of the program, and be appropriate for generati ng evidence for the desired claims.

3.07 Data Management and Analysis
The goal of this step is to succinctly arti culate and put into writi ng the plan for managing and 
analyzing the evaluati on data. Data management requires att enti on to details, and knowledge of 
data collecti on, data entry, and data storage. More informati on on this will be provided in the 
Evaluati on Implementati on phase, but for now you should be at least thinking about how to get 
this plan in place. 

As for Analysis, informati on on how to analyze data is vast, and careers are based on this skill 
alone. This should not discourage or cause fear in the average program practi ti oner because most 
programs’ needs can be met through relati vely simple analysis methods. Also, programs that don’t 
have the capacity for their analysis needs frequently have resources available to address this. 
Having an analysis plan and tools in place, in additi on to working with an experienced evaluati on 
facilitator or stati sti cian, can help allay concerns that program staff  may have. For an introducti on 
to qualitati ve, quanti tati ve and mixed methods strategies for manipulati ng and synthesizing data 
see htt p://www.socialresearchmethods.net/kb/analysis.php. 

First, step back and think about how the data you plan on collecti ng will be used to answer the 
evaluati on questi on(s). The analysis plan should explain how each variable (and corresponding 
measure) will be used. If you aren’t planning on using the informati on, then why are you collecti ng 
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it? Consider what kind of data you will have and how the informati on could be summarized. For 
example, if you are using surveys, can you calculate individuals’ scores on those surveys? If you are 
conducti ng observati ons, are you using a coding sheet and can numerical scores be calculated? 
What would a high score indicate? What would a low score indicate? Could you compute average 
scores on the surveys? If you are comparing groups, could you compare the average scores for 
one group to the average scores for the other group? If you are doing a pre- and post-test could 
you compare the average post-test scores to the average pre-test scores? If you are collecti ng 
qualitati ve data through interviews or focus groups, can you look for specifi c themes that are 
relevant to the evaluati on questi on(s)? In the analysis plan secti on, describe how the data you plan 
on collecti ng could be used to address the evaluati on questi on(s).

Next, think about how the data will be managed. Describe your plan for data collecti on (how 
measures will be administered), how the data will be handled and stored, and how the data will be 
organized in preparati on for analysis. This includes thinking about what soft ware program if any 
will be used for data storage, how the data will be coded, and how any sensiti ve data will be kept 
secure. 

Finally, describe in detail the data analysis strategies that will be used to address each questi on, 
making sure that the analysis strategies are appropriate for generati ng evidence to answer the 
questi ons. As with the previous secti ons, look at the draft  analysis secti on and ask:

•  Is there a clear connecti on between evaluati on questi ons, measures, sample, design and 
analysis?

•  Is this analysis strategy appropriate for this program’s design which is appropriately 
connected to the stage of development (lifecycle)? 

•  Will the analysis answer the evaluati on questi ons?
•  Is the selected analysis feasible given the program resources and organizati onal capacity? 

If not, how will the organizati on att ain either the assistance or professional development 
necessary?

3.08 Evaluati on Reporti ng Plan
Most programs already have basic reporti ng requirements, both internally and externally. A good 
evaluati on plan contains a clear plan for how the results of the evaluati on will be reported and 
uti lized. Your reporti ng plan should be consistent with the stakeholder analysis done earlier. For 
each evaluati on questi on, examine the key stakeholders and determine whether they would be 
interested in this questi on and its results. This will help ensure you will keep the actual report 
concise and easy to read, and illustrate a clear “throughline” that starts from the evaluati on 
questi ons and conti nues through the measures, sample, design and analysis. Your plan should 
address:

•  What reporti ng is required? What other reporti ng opportuniti es do you have?
•  Does this fi t your evaluati on purpose?
•  Have evaluati on questi ons been answered or addressed? If so what form should “answers” 

take? 
•  What is the report’s audience? (Include internal and external audiences.)
•  What type of reporti ng will you do? An evaluati on summary? Informal ongoing reports to 

be generated and distributed at every staff  meeti ng?
•  When do reports occur? Monthly? Quarterly? End of fi scal year? 

Reporti ng needs are likely to change depending upon the program lifecycle. For instance, Phase 
I program reporti ng tends to be more internally focused and more private, whereas later phase 
reporti ng moves toward becoming more public. Also, earlier lifecycle phase reporti ng tends to be 
less formal while later lifecycle phase reporti ng tends to be more formal.

It is worth keeping in mind that good evaluati on opens up lots of opportuniti es for communicati on. 
“Reporti ng” tends to sound and feel obligatory, but “communicati on” suggests inclusion and a 
positi ve constructi ve response to feedback. As Evaluati on Champion you may want to encourage 
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Stage 3: Evaluati on Plan Creati on

the working group to think about what their communicati on opportuniti es may be, beyond the 
mandated reporti ng. This positi ve perspecti ve can help reinforce an understanding of the value of 
evaluati on.

When writi ng the reporti ng plan secti on of the evaluati on plan, be sure the plan addresses each 
of the evaluati on questi ons, fi ts the purpose of the current evaluati on, and clearly describes how 
the evaluati on results will be uti lized. It is also important to make sure that the plans for uti lizing 
evaluati on results are appropriate given the evaluati on purpose (you may want to revisit/revise the 
evaluati on purpose statement at this point) and that the plans for uti lizati on are appropriate given 
the program’s current lifecycle phase.

3.09 Implementati on Plan and Schedule
The goal of this step is to develop your evaluati on ti meline (schedule) identi fying key implementati on 
milestones. The measures, sampling, design, analysis and reporti ng eff orts should all be covered 
in this secti on. For instance, if a measure is sti ll “in development”, the ti meline secti on should 
include the date by which the measures will be either located and/or developed internally. If these 
measures are not put into place at the beginning of the evaluati on cycle, program staff  will be 
missing data from a signifi cant porti on of the year described by the evaluati on plan. If existi ng 
measures are used in “waves” periodically throughout a season or within a workshop series, those 
ti me periods should also be listed in the ti meline secti on. Either program-specifi c ti me periods 
(week one of our six week series) or external ti mes and dates (the start/stop dates of the local 
school year) are acceptable.

Here are some questi ons to ask when creati ng an evaluati on ti meline:

•  Does the ti meline indicate the enti re ti me period with a start date AND end date? 
•  If relevant, are there dates associated with each measure listed in the design secti on?
•  Does the ti meline include ti me for sample identi fi cati on and development of contact 

informati on, if needed?
•  Has it been specifi ed when data entry and analysis will be performed?
•  Are specifi c ti mes for reports included?
•  Is the ti meline appropriate and practi cally feasible?
•  Does it address when you will review your plan and move into the next evaluati on cycle?

3.10 Finalize Evaluati on Plan
At this point, go back and revisit step 3.01 (page 39 – Introducti on to Evaluati on Planning). Remind 
yourself of the secti ons of your evaluati on plan, then print it out and bind it for easy reference. 
Holding the actual evaluati on plan in your hand is a signifi cant accomplishment. 

Acti vity: Finalize Evaluati on Plan

The goal of this acti vity is to review, fi nalize, and prepare to share the evaluati on plan with leaders in the organizati on, 
as well as to prepare to move on to the Evaluati on Implementati on phase. 

Using the “Evaluati on Plan Feedback Form” (see Workbook pages 87-92) feedback may be provided to each working 
group about their enti re plan. When possible, it is useful to receive feedback from peers and colleagues, as well as the 
Evaluati on Champion. Aft er incorporati ng the feedback, we recommend printi ng and binding the enti re plan for easy 
reference, as well as distributi ng both hard copies and electronic formats to the Evaluati on Champion, working group, 
program leader, external evaluator (if used) and organizati on director. We have also learned that the work done on the 
modeling for evaluati on purposes is quite useful to organizati onal and program planners and developers, especially for 
presenti ng the program and showing evaluati on intenti ons to funders and other stakeholders.

It may seem like the plan is never quite complete and ready for printi ng, but there comes a ti me when you have to stop 
planning and begin implementi ng the evaluati on plan and is not practi cal to keep fi ne tuning it. Those edits can be 
reserved for the next evaluati on cycle.

The Netway makes 
printi ng out your 
models and plan simple. 
From your program 
page, click on “Build a 
Report” and you can 
select which items you 
want in your report. 
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Evaluati on Planning Summary
It has been a lot of work up to this point, but, “Well begun is half done” goes the proverb oft en 
att ributed to Aristotle.  Perhaps in this case we are even more than half done. Let’s take a step back 
and look at where we have come from, where we are, and where we are going.

We began by stati ng that evaluati on is ideally viewed as having three phases – planning, 
implementati on, and uti lizati on. With the completi on of the evaluati on plan, the program has 
moved through the fi rst phase of the process, and certainly through the most thought-intensive 
part of the process. In additi on, there should be a ti meline in place for the implementati on and a 
plan for reporti ng and uti lizati on, so planning for the enti re 3-phase process has been completed. 
You are now ready to move on to the implementati on phase.

A survey of organizati on directors and program leaders and staff  who have gone through this 
process has shown that parti cipants believed the Evaluati on Partnership (EP) process using the 
Systems Evaluati on Protocol helped them by facilitati ng clearer thinking about program goals and 
how program acti viti es connect to those goals, and aff orded them a greater understanding of 
evaluati on. Organizati on Directors responding to an open-ended questi on on benefi ts of the EP 
reported that it increased the organizati on’s ability to communicate plans and results to funders 
and other stakeholders.

At this point we hope you, too, agree that the concept of a Systems Evaluati on Protocol off ers 
a useful approach to evaluati on. You should be more aware of each program as a dynamic and 
evolving organism, and be cognizant of how these dynamics infl uence the program’s evaluati on 
needs. A complex nested system of organizati ons may initi ally muddle the concepti on of systems 
program evaluati on, but this approach emphasizes that evaluati on can be presented as much more 
than an end-of-program judgment of the work which comprises the staff ’s work life. Evaluati on has 
a role in every phase of program planning and management. Evaluati on Partnerships encourage 
collaborati on among individuals with many diff erent perspecti ves and prioriti es, and increase 
everyone’s valuati on of each other’s work.
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Glossary
Acti viti es acti ve pieces of the program that reach program parti cipants
Analysis the process of deriving order and meaning from data
Assumpti ons beliefs and thought patt erns about how and why a program is expected to 

succeed, or that would prevent a program from succeeding which are not 
otherwise explicitly stated

Boundary analysis the process of defi ning the structure and elements of a program; specifi cally 
what is considered part of the program as opposed to acti viti es or elements 
that may be outside the program

Cleaning (data) aft er data collecti on but before transforming or analyzing data evaluati ors 
must screen the data for accuracy - allowing you to go back and clarify 
problems or errors due to incomplete, missed or illegible answers.

Trochim (2006)

Coding (data) Coding is a process for both categorizing qualitati ve data and for describing 
the implicati ons and details of these categories. Initi ally one does open 
coding, considering the data in minute detail while developing some 
initi al categories. Later, one moves to more selecti ve coding where one 
systemati cally codes with respect to a core concept. 

Trochim (2006)

Comparison group a sample or populati on who are comparable to the evaluati on sample, but 
who parti cipated in the program in a diff erent way or did not parti cipate in 
the program

Construct an abstract or general idea inferred or derived from empirical evidence
Control group a group as closely as possible equivalent to the treatment group  but does 

not receive the treatment
Correlati on the degree to which two or more sets of measurements vary together; e.g., 

a positi ve correlati on exists when high values on one scale are associated 
with high values on another; a negati ve correlati on exists when high values 
on one scale are associated with low values on another

JCSEE (2003)

Cyberinfrastructure an interacti ve website
Data  material gathered during the course of an evaluati on which serves as the 

basis for informati on, discussion, and inference
JCSEE (1994)

Data management the ongoing process of recording, documenti ng, tracking, protecti ng, and 
organizing data

Design (evaluati on) an evaluati on design structures the research, to show how all of the major 
parts of the research project -- the samples or groups, measures, treatments 
or programs, and methods of assignment -- work together to try to address 
the central research questi ons

Trochim (2006)

Eff ecti veness the ability to produce an eff ect Wikipedia
Effi  cacy the capacity for benefi cial change Wikipedia
Evaluati on capacity the potenti al to plan, implement and uti lize eff ecti ve, useful, and 

professional evaluati on practi ce
Evaluati on capacity 
building

involves the design and implementati on of teaching and learning strategies 
to help individuals, groups, and organizati ons learn about what consti tutes 
eff ecti ve, useful, and professional evaluati on practi ce

Preskill & Boyle, 
2008

Evaluati on cycle the iterati ve process of planning, implementi ng, and uti lizing an evaluati on
Evaluati on Partnership building evaluati on capacity through a relati onship between the evaluati on 

facilitator and the partnering program, organizati on or system
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Evaluation Champion person in the leadership role who will facilitate the protocol and guide 
the evaluation process within in the evaluation partnership, allowing the 
program partner(s) to remain the program expert(s), the EC also serves as a 
driving force for addressing contextual factors of both the organization and 
the larger systems within which the program is embedded

Evaluation plan a guide for the implementation of an evaluation
Evaluation purpose 
statement

the introduction to the evaluation plan, which summarizes the context, 
both current and historical, in which the current evaluation exists, the key 
assumptions of the program and its evaluation, the current evaluation 
questions and methods, and the evaluation questions that will be addressed 
in the future

Evaluation questions the broad questions about the program that the evaluation seeks to address
Evaluation system to the comprehensive and integrated set of capabilities, resources, activities 

and support mechanisms for conducting evaluation work
Evolutionary systems 
perspective

programs, as well as evaluation, are constantly evolving as a result of 
interacting with their complex, interconnected environments

Facilitation (of 
evaluation)

the process of partnering with and training program, organization or 
system staff, as an evaluation expert

Implementation the process of carrying out an evaluation plan; including activities such as 
data collection, management and analysis

Interview a series of orally-delivered questions designed to elicit responses concerning 
attitudes, information, interests, knowledge, and opinions

Wheeler, et. al. 
(1992)

Lifecycle (evaluation)
Lifecycle  (program) the individual course a program takes as it evolves, changes, or remains the 

same, over time
Lifecycle analysis the process of identifying and describing a program’s current lifecycle phase 

and the programs’s evaluation lifecycle phase, and assessing for alignment
Logic Model an outline of a program's inputs, activities, outputs, outcomes, context and 

assumptions
Long-term outcomes the ultimate impact logically connected to earlier term outcomes in a 

logic or pathway model, likely to include broader social, economic, or 
environmental effects

Measure a method or tool used to collect information
Measurement the process of using a method or tool to collect information
Medium-term 
outcomes

describe effects on participants that logically connect short-term outcomes 
to long-term outcomes

Mixed methods using both qualitative and quantitative evaluation strategies to address the 
same evaluation question

MOU stands for memorandum of understanding, which is the written agreement 
between the participating program, its parent organization, and the 
Evaluation Champion

Organization an office or institution that consists of one or more programs
Outputs the by-products of activities that may serve as evidence that the activity 

was completed, but not part of the larger flow of logic which explains the 
effects on participants

Pathway model a graphical representation of the activities and outcomes that make up a 
program, and how they are interrelated

Post-only an evaluation design in which the observation or measurement takes place 
exclusively after the program

Glossary
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Pre-post an evaluation design in which observations/measurements take place both 
before and after the program

Program a series of activities conducted with the intention of producing some effect 
(outcomes) on participants

Program boundary an imagined "line" (artificial construct) between the activities, outputs and 
outcomes considered part of a program and those outside a program, 

Program description a summary of the basic components and characteristics of a program
Protocol (evaluation) a step-by-step guide
Qualitative analysis the process of deriving order and meaning from data using  non-numerical 

methods
Quantitative analysis the process of deriving order and meaning from data using numerical 

representations and statistical methods
Quasi-Experiment a study in which the subjects to be observed (sample) are not randomly 

assigned to different groups, but grouped according to a characteristic that 
they already possess 

Wikipedia

Random assignment units in the sample are randomly assigned to different groups or treatments 
in the study

Trochim (2006)

Reliability the degree to which an evaluation consistently produces the same result
Reporting the process of communicating results and recommendations to internal or 

external stakeholders
Sample part of a population Wheeler, et. al. 

(1992)
Sample size the number of observations that constitute the sample Wikipedia
Scope (evaluation) how much of the pathway model the program staff intend to evaluate in a 

given evaluation cycle
SEP stands for Systems Evaluation Protocol, which is a standardized protocol 

designed to enable any program to develop a uniquely tailored evaluation 
for that program

Short-term outcomes describe effects on program participants that are logically and directly 
connected with the activities

Stakeholder analysis the process of identifying and describing the perspectives of all of the 
potential people and/or organizations that have a stake in the program and 
its evaluation

Stakeholders any person  or organization having an interest in the program, and are 
therefore may be involved in or affected by the evaluation . 

STEM science, technology, engineering and mathematics
Subscale a smaller set of items on a measure that have shared validity and reliability 

independent of the larger measure
Survey a method for collecting quantifiable information about a population 
System a parent organization to one or more offices or institutions, in which 

complex interactions between programs, organizations and their contexts 
take place

Systems evaluation the assessment of the functions, products, outcomes and impacts of a 
system (set of programs, activities or interventions). Systems evaluation is 
an approach to conducting program evaluation that considers the complex 
factors that are inherent within the larger “structure” or “system” within 
which the program is embedded

Systems perspective taking into account the larger contextual and environmental factors around 
a program, organization, or system, including the complex interactions 
between each

Glossary
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Timeline a calendar or list of dates showing the evaluation stages and activities, 
and indicating the dates by which they should be implemented and be 
completed

Wheeler, et. al. 
(1992)

Treatment group a sample sub-group that is exposed to the program, project, or instructional 
material as well as all of the conditions of the investigation 

Utilization (evaluation) the process of using an evaluation, and its results, to make decisions about 
program change

Validity the extent to which the test scores or responses measure the attribute(s) 
that they were designed to measure

Wheeler, et. al. 
(1992)

Variable a characteristic that can take on different values JCSEE (1994)
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Appendix I
Memorandum of Understanding Template

[YEAR] Evaluation Partnership

This Memorandum of Understanding (MOU) is meant to be a vehicle to plan the year’s evaluation planning 
and capacity building activities and to help assure that all parties are clear about what is planned and 
expected for the new Evaluation Partnerships beginning in [YEAR].  It is not intended to be a formal legal 
document. 

The sections below describe the background and goals for this initiative, and the roles and responsibilities 
of the participants. A preliminary timeline of project activities and completion is on the final page. 

1. Background 

The Cornell Office for Research on Evaluation (CORE), under the leadership of Professor William Trochim, 
created this “Evaluation Partnership” and “Systems Evaluation Protocol” approach to building evaluation 
capacity among participating partner organizations. Funding for this effort has come from the National 
Science Foundation and Cornell Cooperative Extension. More on the history of the project and CORE’s 
systems approach to evaluation are at http://core.human.cornell.edu/outreach/evaluation/index.cfm.  

[Here, put a few lines of text to describe the background of how your organization or program got 
involved in using this approach, and of any institutional partnerships which are involved in your use 
of this approach.]

2. Goals

Based on preliminary discussions, the Evaluation Partnerships between the [EVALUATION CHAMPION] and 
[ORGANIZATION] will cover [#] “programs”: [LIST PROGRAMS]. For purposes of the Evaluation Partnership, 
each of these programs will have a working group consisting of one or more individuals. 

The goals of the first year of this Evaluation Partnership are to:
• Develop a Logic Model, Pathway Model, and Evaluation Plan for the selected program;
• Build on and expand participants’ shared understanding of all programs, their commonalities and 

distinct features, and how they relate to other programs;
• Enhance the evaluation skills and evaluation leadership within [ORGANIZATION], and expand internal 

capacity for using this evaluation method with additional programs. 

Evaluation Partnership work may extend into future years, if mutually desired, under terms that would be 
established in separate future MOUs. 

3. Project Preparation 

Establishing a shared understanding

The Evaluation Partnership begins with discussions and communication between [EVALUATION 
CHAMPION] and the leadership and members of [ORGANIZATION] to establish a shared understanding 
of interests, responsibilities and commitments. This MOU should reflect that shared understanding, and 
will be adjusted as needed. Participants on both sides are encouraged to raise questions, discuss options, 
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and seek mutually satisfying plans. When details are clarified, participants will be asked to complete the 
signature page and return the MOU to [EVALUATION CHAMPION]. 

4. Roles and Responsibilities

[EVALUATION CHAMPION] Roles [and staff if appropriate]

The evaluation facilitator is:

• Names and Titles
•  

The Evaluation Partnerships follow a step-wise evaluation planning process known as the “Systems Evaluation 
Protocol” (see the link provided earlier for more on the systems approach used by CORE.)  [EVALUATION 
CHAMPION] will schedule and conduct in-person and audio/web-conference trainings which may include 
other partners; and will communicate regularly through e-mail, telephone, and various web resources with 
EP participants in support of their evaluation efforts throughout the project duration. [If there is more than 
one person on the facilitation team, identify roles]  

[ORGANIZATION] Program Roles 
Individuals in leadership positions in [ORGANIZATION] have important roles to play in ensuring the success 
of this evaluation planning effort.  These roles include  

• Setting realistic expectations for evaluation; providing resource support for participating staff;  staying 
abreast of progress; supporting deadlines;

• Preparing staff for their participation in the EP, adjusting staff work-loads and position descriptions as 
needed in order to incorporate the commitment to evaluation;

• Clearly and consistently supporting the commitment to evaluation and recognizing its value to the Team’s 
work and to the system more generally;

• Demonstrating positive use of evaluation results, including in communications to internal and external 
stakeholders (such as key funders, peers in participating counties, and so on).

• 

Specific next steps to be completed by the [ORGANIZATION] Leaders are the following:

• In consultation with [EVALUATION CHAMPION], confirm the selection of the programs that will be 
the focus of this Evaluation Partnership.  These will be the “EP Programs”, and should be listed on the 
signature page of this MOU.

• For each of these EP Programs, identify the team member(s) who will be working on the evaluation 
planning for that program, and indicate who will serve as the main contact (Evaluation Project Manager, 
or EPM) for each program.  (Please attach this information as requested on page # of this MOU. 

• Review this MOU with the team members working on the EP.  Obtain signatures as needed on the signature 
page of this MOU, and return it to [EVALUATION CHAMPION] by [DATE] to indicate an understanding of 
and agreement with the scope of the proposed work. Please contact [name and contact info] to discuss 
any questions or concerns you may have prior to signing. 

• Complete the Organizational Evaluation Capacity Survey and return it to [EVALUATION CHAMPION] by 
[DATE]

Working Group members

A key feature that has facilitated prior Evaluation Partnership work has been to have one person designated 
as the Evaluation Project Manager (EPM) for each EP program.  The EPM together with other staff members 
working on the evaluation planning for an EP program will be considered the “working group” for that 
program.  Collaborative work among working groups is welcomed and encouraged.  The particular roles are 
described below: 

Appendix I to the Guide to the Systems Evaluation Protocol (2012)PAGE 2 OF 5



• The EPM will take the lead on ensuring that the stages of the evaluation planning process are 
completed, that deadlines are met and materials are developed and sent to [EVALUATION CHAMPION] 
as directed.  The EPM is expected to participate in all in-person and audio/web-conference trainings and 
meetings over the course of the Partnership (or to designate a substitute from his/her office if needed.)  

• The EPM (in consultation with other staff as desired) will complete an initial “Program Evaluation 
Capacity Survey” and return it to [EVALUATION CHAMPION] by [DATE] - sent in advance of the first in-
person training session.

• Working Group members will be expected to contribute to the work of program modeling and evaluation 
planning, and are strongly encouraged to participate in all trainings and audio/web-conferences for the 
Partnership.  

• EPMs and Working Group members are expected to join the Partnership listserv that will be used over 
the course of the Evaluation Partnership, and active participation is highly encouraged.

All Participants 

• Team Leaders, EPMs, and Working Group members may be asked to participate in surveys or other 
mechanisms that [EVALUATION CHAMPION] may request as part of its own assessments of progress and 
impact.  In addition, [EVALUATION CHAMPION] may request permission to make video or audio tapes 
of training sessions and meetings.  These recordings will be used for internal purposes, and/or may be 
used as a basis for future training materials.  Requests for permission will be specific as to future use.

5. Project Implementation and Tentative Timeline 

The work of the Evaluation Partnership will take place through a combination of in-person training meetings, 
audio- and web-conferences, and on-going support and consultations by phone, by e-mail, and through 
the EP listserv.  A Preliminary Timeline is included as an Attachment at the end of this MOU.   This will 
be adjusted and dates established more firmly following discussions with the [ORGANIZATION] Team to 
determine what will work best for all sides.

In addition to the specific training activities, resources will be made available electronically, and the 
Evaluation Team at [EVALUATION CHAMPION] will be available by phone and by e-mail.  An additional source 
of support comes from the network of Evaluation Partners from prior cohorts who continue to participate 
on the EP listserv for on-going questions and discussion.

Deliverables: 

At the end of this year of the Evaluation Partnership, each EP Program will have a well-articulated Logic 
Model, Pathway Model and Evaluation Plan. Individual staff members involved in the Evaluation Partnership 
will have received focused evaluation support, and will be in a position to take an ongoing leadership role 
in terms of evaluation planning at their offices and within their teams. The teams as a whole, and these 
individual staff members, will be part of an expanding and increasingly active Evaluation Network that can 
serve as a valuable resource for supporting and expanding evaluation capacity.

Costs:

The [ORGANIZATION] partners will be responsible for all local costs associated with this project, including 
staff time, staff travel, printing, mail, and computing.  [EVALUATION CHAMPION] will be responsible for the 
teleconferencing fees, on-site costs of hosting the training meetings, and for its own related travel costs. 
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6. Program Selection and Staff Participation
 

Please attach a list of the programs selected by the [ORGANIZATION] Team for inclusion in the Evaluation 
Partnership.  For each program please give its title, the names and contact information of the staff members 
who will be working on this program for the EP process, and indicate who will serve as EPM. 

7. Signatures indicating review and acceptance:

Please complete this signature page for each of the selected programs, filling in the program title and 
highlighted EPM information each time.

Program Name: ______________________________________________________________

____________________________________________  _____________________
(Organization Leader Signature and Title)     Date 

____________________________________________  _____________________
(Program/Evaluation Leader Signature and Title)    Date 

____________________________________________  _____________________
(Evaluation Champion/Facilitator Signature and Title)   Date 
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Attachment: Preliminary Timeline
The exact timing of the steps is still to be determined, taking into consideration the deadlines and workloads 
of the [ORGANIZATION] team members, [EVALUATION CHAMPION]’s commitments, and the priorities of 
effective and efficient trainings.  Further details on this timeline will be set once [EVALUATION CHAMPION] 
and the [ORGANIZATION] teams have discussed options.  The preliminary version included here is intended 
to provide more detail about time commitments and the training steps and sequence.

September/October (Preparation Stage)
• Review and sign MOU 
• Gather contact information, start initial communications, set up listserv for Evaluation Partners
• Complete Organization Evaluation Capacity Survey ([ORGANIZATION] Leader)
• Complete one Program Survey for each program (EPMs, with colleagues as needed) 
• Web-conferences (dates tba) to cover:
 o Initial program stakeholder maps and guidance for follow-up interviews
 o Program “boundary analysis” and lifecycle analysis; program description

November/December (Program Modeling)
• Web- conferences (dates to be confirmed) to cover:
• Two-day in-person meeting at [LOCATION], including:
 o Sharing results of stakeholder analyses 
 o Full development of Logic and Pathway Models, with peer reviews and [EVALUATION CHAMPION] 
support and feedback
 o “Mine the Model” session to draw out program insights and use program models, stakeholder 
analysis, and program lifecycle to identify desired evaluation scope, initial evaluation questions
• Revise Logic and Pathway models.  [EVALUATION CHAMPION] will review models

Winter/Spring  (Evaluation Planning)
• Final revisions to Logic Model and Pathway Model as needed
• Web-conference to discuss linkages between the overall [ORGANIZATION]  goals and the individual 

programs.
• Web- conferences and possibly one in-person meeting to support evaluation plan development 

(Evaluation Questions, Sampling Plan, Measurement, Evaluation Design, Data Management and Analysis, 
Reporting Plan, and Implementation Timeline.)

May/June  (Finalization)
• Draft Evaluation Plans due [TBA] 
• [EVALUATION CHAMPION] reviews of evaluation plans returned to teams by [TBA]
• Final Reports (final Evaluation Plans plus Stakeholder Maps, Logic and Pathway Models, and proposed 

measures) due [TBA].
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Appendix II
Assessing Evaluation Capacity

Measures of evaluation capacity are easier to find than they used to be. Evaluation Capacity Building is 
becoming more popular, and it can be helpful to assess any changes in an organization’s and program’s 
capacity to do evaluation.  Think about what changes you’re trying to make in their capacity, and consider 
measuring it.  For example, using the following guiding questions, we were able to see changes in evaluation 
policies, support & training, staff attitudes, and evaluation use after going through the SEP. As well, collecting 
this type of data prior to working through the SEP allows the Evaluation Champion to anticipate needs for 
training and support.

Some Considerations when Assessing Evaluation Capacity 

At the Organization Level

 1) How many FTE are employed?
 2) How many FTE are dedicated to evaluation?
 3) How many Staff have formal assignments for evaluation specified in their job descriptions?  
 4) How often are evaluators external to the organization utilized? 
 5) What kind of training do staff have for evaluation?       
 6) What resources/support has the organization put into evaluation training? 
 7) Do budgets plan for evaluation? If yes, what % of the budget, if no, how is evaluation funded?
 8) Do funders require your programs to conduct evaluation? Explain.
 9) What IT resources are available for evalution?  - Database and analysis software? Survey tools?
 10) What are the attitudes toward evaluation within the organization?
 11) How ofter are programs changed based on evaluation?
 12) Are there incentives offered to staff to encourage participation in the evaluation process?, if Yes, what?
 13) What supports and barriers are there at the Organization level for evaluation?
 14) Among staff doing evaluation, what sort of planning do they do in advance to prepare for the evaluation? 
 15) What, if any, formal or informal guidelines or policies are there to guide evaluation decisions? 

  
At the Program Level

 1) Is there a program description, as well as goals and/or a mission statement?
 2) How is the program funded, and what requirements are there by the funder for evaluation?
 3) What funding is available for evaluation?
 4) Is there already a logic model for the program? Does it list inputs, activities, outcomes, context and assumptions?
 5) Has evaluation been conducted and utilized?
 6) What guides evaluation decisions?
 7) What training or experience do staff have on evaluation?
 8) Is there an IRB or other oversight committee, and has it been used to review previous evaluations?
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